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-  Preface

About This Guide

“Was it successful?”

“Did it work?”

“Did it accomplish its goals?”
“How should it be fixed?”
“Should it be expanded?”

These are a few of the questions that people
involved with organizing events, workshops,
conferences, classes or trips ask themselves and
one another at the conclusion of their efforts.

For the purposes of this guidebook, the “it” in
these five questions refers to programs. Those
asking the questions may either be the people
responsible for delivering programs, here called
program providers; or they may be those
responsible for endorsing or funding the pro-
gram, here called policy makers or program
funders. The process by which the questions get
answered is here called program evaluation.
And the places where all this is happening —
such as federations, synagogues, schools, orga-
nizations and agencies — are here called Jewish
settings.

Pathways is intended as an introductory Guide
for program providers, policy makers and
program funders to the twists and turns of
doing program evaluation in the energetic
environment of the contemporary American
Jewish community.

This Guide is divided into nine chapters. The
first discusses the range of programs currently
being developed in the Jewish community and
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sketches the state of program evaluation in
relation to them. The next five chapters deal
with generic aspects of program evaluation.
Much of the content in these chapters is derived
from the writings and experience of educational
evaluators, particularly those at the Center for
the Study of Evaluation at the University of
California, Los Angeles who work with pro-
grams in schools or non-profit institutions.

Based on many years of doing evaluations in the
Jewish community, I have adapted these ideas to
fit the needs and circumstances of programs in
Jewish settings. My work with Bureaus of Jewish
Education, Federations, synagogues, schools
and Jewish foundations, and, especially, with
the Whizin Institute on Jewish Family Educa-
tion — doing program evaluations and helping
others to think about doing them — has en-
abled me to translate from the academic to the
practical, from the scholarly to the every-day,
and from the ideal to the possible. These evalua-
tion activities have provided me with a bird’s-
eye view of the many programmatic initiatives
in the American Jewish world today.

The last three chapters of the Guide present
examples, from my experience and that of
others, in evaluating different types of Jewish
programs and are a beginning effort to summa-
rize what is going on in particular areas. Evalua-
tion activities in each area could easily be
expanded into separate monographs. The very
last chapter lists the references used in prepar-

ing this Guide.

You should be aware that the field of evaluation
has many unresolved issues and challenges.
Each evaluator, while familiar with the literature
in the entire field, usually works from his or her
own perspectives and experiences. This Guide,
therefore, is infused by my assumptions about
evaluation, among them:

A The value of program evaluation does not
lie in any claim it may have to scientific
objectivity. Program evaluations cannot
eliminate the subjective and the personal in
determining the value of a program. Pro-
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gram evaluations invariably contain ele-
ments of the subjective, the personal, and
the situational because they are performed
by real people operating in the complexity
of real settings. The value of evaluations is
that they ask important questions about
programs and use systematic and fair
methods to get plausible answers, which
then can be used to make decisions.

A Evaluation is a set of attitudes even more
than it is a set of techniques. Doing good
program evaluation depends on people’s
interest in hearing many points of view,
their ability to distill such information so as
to make sound decisions, and their open-
ness to learning from experience.

A Evaluation means asking questions that will
lead to improving programs in a conscious,
systematic manner. Program evaluation
runs alongside the program itself, hand-in-
hand. Evaluation planning starts at the same
time as program planning and usually
concludes sometime after the end of the
program.

A Program evaluations can be doneina
variety of ways. These range from informal,
inexpensive, in-house collecting of informa-
tion and decision-making to more formal,
well-funded, larger scale, and more techni-
cally elegant data collection and analysis
designs requiring sophisticated evaluation
expertise.

A Decisions about how to do program evalua-
tions should always be made relative to who
wants the evaluation, what information they
find credible, and what use they will make of
the evaluation. Sometimes the intended use of
evaluative information is formative — to
improve the quality of the program by making
changes in it. Sometimes the intended use of
evaluative information is summative — to
assess the merit or the worth of the program
so as to determine whether it should be
discontinued, continued, or expanded. There
are, as well, many other uses for evaluation.
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Over the many years that I have been involved
with evaluation activities, I have found that [
think about evaluation, talk about evaluation,
and do evaluations somewhat differently,
depending on the people I am with and the
circumstances of the program. Every time I
have become involved with a program and its
evaluation, I have learned something I had
not known before.

So, I have tried to write this Guide as if I were
having a conversation with you. Sometimes
the conversation may touch upon epistemo-
logical matters, such as how we know what we
know. At other times, the conversation might
turn towards interpersonal relationships, and
how to negotiate consensus among the vari-
ous people — here referred to as “stakehold-
ers” — who have particular interests in a
program and, therefore, have particular
agendas. At still other times, we might discuss
the intricacies of running a focus group.
None of these conversations are complete;
they are, rather, the opening paragraphs in
matters which require further elaboration.

If I have been successful in imagining our
conversations, the separate chapters of the
Guide not only will address your specific
needs, but will also fit together into a coher-
ent view of program evaluation as it could be
conducted in the Jewish community today.

A Note to the Reader

You may be reading this Guide as a profes-
sional or a lay person responsible for creating
and delivering programs in the Jewish com-
munity. You may be a program provider. Your
motivation for thinking about evaluation may
be that you want to know whether the pro-
grams you are involved with are working as
well as you had hoped they would.

Or, you may be reading this Guide from the
point of view of a donor or a foundation
project director who wants evaluations in
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order to find out how well the programs
initiated or supported by your dollars are
paying off in terms of your own goals. That
is, you may be a program funder.

Or, you may be coming to this Guide as a

person on the board of a synagogue, a school, or
another Jewish institution who wants an evalua-
tion so that you can make up your mind as to
whether the programs you have endorsed
should be continued, modified, or terminated.
You may be a policy maker.

Or, you may be reading this Guide because you
are curious about evaluation in general, or
about specific issues.

My hope is that you will find what you want. As
you become intrigued with the potentialities
and payoffs of program evaluation, you may
return to the Guide to locate the information
you need for taking the next step. Perhaps, you
might do further reading in the subject from
books suggested in the References.

Very few people will read this Guide from
beginning to end. You may want to start by
skimming it and reviewing the figures and the
examples.

If you like overviews, start with the early
chapter on Program Evaluation and the
Jewish Community which discusses the
present state of evaluation in the Jewish
community. If you are involved with organiz-
ing a program evaluation in the near future,
look over Chapters 2, 3, and 4 for guidance. If
you are interested in evaluation in specific
areas of Jewish programming, you may find
what you want in Chapter 7 or 8. Also, some
of the issues in Chapter 9 may be relevant. If
you are primarily interested in collecting data
from participants, Chapter 4 may provide you
with some new ideas. Chapters 5 and 6 offer
guidance in developing instruments and
analyzing the results. If it is successful, and if
it works, this Guide will help you understand
the benefits and challenges of evaluation.
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Program Evaluation
and the
Jewish Community

Programs in the Jewish
Community

In recent years, the American Jewish commu-
nity has seen an explosion of programs in a
variety of areas.

The energy unleashed by the “wake-up call”
of the 1990 National Population Study, which
documented high levels of both assimilation
and diversity in the Jewish community, has
resulted in both large and small initiatives on
the part of Federations, synagogues, schools,
youth groups, Hillels, camps, Jewish Commu-
nity Centers, Jewish Family Services, and
other organizations, such as B'nai B'rith,
Hadassah, and the National Council of Jewish
Women.

The overall purpose of these programs has
been to reach, touch, and influence the many
different kinds of people who make up the
Jewish population of America. However, each
program has its own goals and objectives and
is carried out by program providers within a
specific setting and with a particular popula-
tion.

For example, in many cities, Federations and
Bureaus of Jewish Education are making
grants to synagogues for self-directed change
projects or for new initiatives in broadly
defined areas, such as outreach to marginally
or unaffiliated individuals, outreach to newly-
arrived immigrants, outreach to interfaith
families, youth programs, or adult education
programs.

Program Evaluation

Community and family foundations are
supporting teacher training, curriculum
development and family education projects in
day schools and afternoon schools. Teen trips
to Israel are being supplemented by pre- and
post trip programming.

Many of these programs and projects are
using increasingly sophisticated management
tools including advertising, public relations,
cause marketing, inter-institutional partner-
ships. strategic planning, Web pages and
teleconferencing.

Those involved in designing and promoting
these efforts are filled with optimism and
enthusiasm. They believe that these experi-
ments are likely to be the wellspring of 21st
century American Jewish revitalization.

Program Evaluation in the
Jewish Community

Because we are living in this era of change
and active experimentation, we are not ex-
actly sure of “what will work.” New programs
represent the “best guesses” of program
providers, funders and policy makers as to
what will reach this generation of American
Jews. In order for us to distill the maximum
learning from all these experiments, some
form of program evaluation is essential.

Thus, there is a greater imperative to do
program evaluation now than there was in
the past. In the past, synagogues and schools
and agencies appealed to a population with
known characteristics. Common sense and
previous experiences were enough to create
successful programs. Everyone was operating
in familiar territory.

Now, the territory is not so familiar. Program
providers, policy makers and funders who
function within the affiliated Jewish commu-
nity may not be well attuned to those who are
unaffiliated. The older generation may not be
able to readily intuit the needs of a younger
population.
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For example... A greater capacity to positively affect the

A we may not know, for sure, what will

participants in a program

attract pre-school parents to Jewish family A increased ability to engage program
education programs participants as active partners rather than

A we may not know, for sure, how to link
rural Jewish teens with the rabbi, via E-
mail and chat lines

A we may not know, for sure, how to help
new Americans from the former Soviet
Union become more Jewish

A we may not know, for sure, how to de-
velop in-the-dorm Shabbat dinners for
college students

At first, we mount such programs by trial and
error. We learn how to do them by doing
them. Program evaluations can cut down on
our learning time, and make us more effective
more efficiently.

But many in the Jewish community are not
yet convinced of this. Program evaluations
have not yet become standard practice. While
applauded in concept, funders and policy
makers rarely make sufficient dollars available
for evaluation. And program providers se-
cretly worry about having their mistakes
made visible. And, at the present time, there
are too few skilled evaluators available, too
few training programs in evaluation, too few
mechanisms for dissemination of evaluation
findings.

But the trend is in the right direction. The
value added by evaluation is becoming more
apparent. The benefits to be accrued from
program evaluation for the entire community
are becoming better understood and appreci-
ated. Among such benefits are:

A increased awareness of the diversity of the
American Jewish population

A greater knowledge of how to appeal to
different populations

A improved techniques for delivering high
quality, well-managed programs

4~ JESNA and CI]E
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Evaluation
Overview

The Emerging Evaluation
Paradigm

In the last chapter, we indicated that evalua-
tion is fast becoming a necessary element in
developing and delivering programs because
it is a way to improve or expand such pro-
grams.

Earlier thinking about program evaluation
was dominated by concerns with accountabil-
ity. Program funders and program policy
makers set up evaluations to ensure that
money was spent as they intended, and that
the outcomes of the program justified the
expenses of the program.

Today, when we are less sure that we know
how to devise programs to meet new needs
and we want to encourage fruitful experimen-
tation, program funders, program policy
makers, and program providers must be
partners in working together. Evaluations
should be seen as an organized form of
working together.

The emerging evaluation paradigm, then,
starts with a trust among program partners in
one another’s good faith. In this new way of
thinking, evaluation is an enterprise equally
valued by everyone and not something that
someone in one role does to someone else in
another role. Evaluation is regarded as an
essential part of everyone’s learning.

Evaluation Overview

JESNA and C"E

Three Approaches to
Program Evaluation:
Non-formal, Informal
and Formal

We can distinguish three different approaches
to evaluation.

Non-Formal: Non-formal evaluation is that
which we do normally in the course of daily life
as we make judgments about people and events.
Non-formal program evaluation occurs when
someone says to someone else “I had a good
time,” “That seemed to go really well,” or “I
don’t think they are doing the right thing”
Non-formal evaluation of programs happens
when we — whether we are participants, pro-
gram providers, or program funders — react
reflexively out of our own perceptions and
biases. It usually occurs spontaneously. As a
program provider, we may not plan for or
consciously seek such feedback, but we listen
when it is offered. As a program participant, we
might not analyze our reactions. We just talk. As
a program policy maker, we may not make
considered and comprehensive judgments. We
just react.

Informal: By contrast, informal evaluation is
what we do when we intentionally set out to
learn from experience and bring some level of
analysis to what we see and hear from others.
Although we use this approach in many circum-
stances, we are referring specifically to doing
informal program evaluation when trying to
learn what works and what doesn’t work about
small or start-up programs.

Informal program evaluation usually relies on
post-program analysis by program providers
plus oral or written feedback from participants.
Doing informal program evaluation is inexpen-
sive. It does not require careful research designs
nor pilot-tested instruments. But, informal
program evaluation is not free. Its costs are in
program providers’ and participants’ time —
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time spent discussing, analyzing, and debriefing
after a program. Also, informal program evalua-
tion, while not relying on technical expertise in
data collection and analysis, does require of
those engaged in it an open attitude, skills in
“listening for” issues raised by others, talent in
synthesizing information from many sources,
and the ability to make judgments about appro-
priate next steps. Informal program evaluation
requires intention and attention, both of which
can be improved upon by practice.

Formal: The third approach presented in this
Guide is formal evaluation. When we do
formal program evaluation, the planning of
the evaluation requires the same careful
thought as the planning of the program. In
fact, the formulation and framing of evalua-
tive questions — one of the critical steps in
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doing a formal evaluation — helps to clarify
the intentions as well as the operations of the
program. For example, evaluative questions
such as “How will we know whether the
program is a success?” or “What can we look
at as indicators of program impact?” or
“What do we expect in the way of participant
changes as a result of the program?” often
stimulate the restatement of program goals or
produce new ideas for program activities.

Unlike informal evaluations, where surveys,
interviews, and evaluative go-rounds are
created by those running the program, in
formal evaluations the development of in-
struments for data collection and the data
analysis effort evaluations should be guided
by someone knowledgeable about these

matters. (see figure 2)
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[ Figure 2 THREE APPROACHES TO PROGRAM EVALUATIONS
NON-FORMAL, INFORMAL AND FORMAL
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Preparing
for
Evaluation

Preparing for Evaluation

Preparing for evaluation is likely to take more
time than you anticipate. The preparation for
evaluation often takes more than 50% of the total
time dedicated to the entire evaluation. It is very
difficult to shortcut the preparation process.
Experience has shown that insufficient attention,
at the “front end” to the details of preparing for
the evaluation usually produce confusions, delays
or misunderstandings at the “back end”

Preparing for the evaluation usually includes the
following: forming an evaluation committee,
deciding on the level of formality for the evalua-
tion, negotiating the aims of the evaluation
through consultation with stakeholders, focusing
and framing the evaluation and formulating the
evaluation questions.

These activities are interdependent. Earlier deci-
sions may have to be modified in light of consid-
erations which emerge later. The final shape of the
evaluation may emerge only after considerable
discussion has taken place.

Organizing for Evaluation

a. Form an Evaluation Committee

Each evaluation and each program requires its
own preparation. Each evaluation must be cus-
tomized to fit the circumstances. There are no
“off-the-shelf” evaluations, which can be bor-
rowed from some other place. Forming an evalua-
tion committee is a useful way to start.

Preparing for Evaluation

JESNA and C”E

Such a committee may be as few as two people, or
it may be a larger group representing many
perspectives within the synagogue, school, or
agency setting. Such a committee may serve
different functions depending on the situation:

A To conceptualize the evaluation by working
with funders, policy makers, and program
providers

A To act as an advocate for evaluation
A To find funding for the evaluation

A To encourage and support informal
evaluations

To hire the outside evaluator

To advise the outside evaluator on preferred
instruments

A To provide the outside evaluator with
organizational perspectives

A To serve as liaison between the outside
evaluztor and insiders

A To review and contribute to findings
A Toassist in formulating the reporting plan
A To assist in formulating the action plan

While the steps in preparing for an evaluation are
presented in what appears to be chronological
order, most evaluation committees will want to
discuss the full range of issues before finalizing
decisions about any of them. Figure 3 isa
workshee: which can be used to record decisions
as they are made.

b. Decide about Evaluation
Formality

Evaluations, as we have noted, can range from the
very informal to the very formal. In this Guide, we
have suggested that, at a minimum, everyone
connected with a program should engage in non-
formal on-going reflection and learning from
experience. Informal evaluation is usually possible
and should be encouraged.

The degree of evaluation formality depends on the
preferences of stakeholders, the purposes for the
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Figure 3

1.

8.
9.

10. BUDGET

EVALUATION WORKSHEET

DESCRIPTION OF PROGRAM BEING EVALUATED

a. Goals

b. Anticipated Activities

c. Activities and Schedule

d. Participants

e. Background Staffing

f. Budget

EVALUATION PURPOSE

EVALUATION FOCUS

EVALUATION QUESTIONS

a.

b.

C.

EVALUATION INSTRUMENTS

a.

6.

WHO COMPLETES

b.

c.

TIME LINE

Evaluation Start End

Final Report Due

Data Collection Dates

REPORTING PLAN

PERSONNEL
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evaluation, and the importance of the program, as
well as the availability of funding, time, and
personnel (see figure 2 in previous chapter). A
formal evaluation should be considered except
under certain circumstances. It may not be politi-
cally wise to do a formal evaluation. If such a
program evaluation will exacerbate a charged
climate within an institution, it may be more
useful to find another form of decision-making
rather than have a formal program evaluation
become entangled in advocacy struggles.

Or, if a program is in the very early stages of
conceptualization or is experimental, informal
reflections on experience by those involved with
the program may be a better way to encourage
program creativity than formal evaluation activi-
ties. It may not be feasible to do a formal evalua-
tion. If very limited funds are available to a pro-
gram, and they are essential to the operations of
that program, mounting a formal program
evaluation without supplying additional funding
could divert resources and staff time away from
running the program itself.

Or, the technical skills for a formal evaluation may
not be available at an affordable cost.

The evaluation committee should decide if the
institution and the program are ready to do a
formal evaluation (see figure 4).

Negotiating the Evaluation
Aims
a. Clarify Purpose

The purpose for doing an evaluation should be
clear and well-stated. It should be negotiated
among those who want the evaluation. Reaching
agreement as to the purpose of the evaluation may
take more time than you think. Use the list in
Figure 7 to organize the discussion.

b. Consulting Stakeholders

One way to get buy-in for a formal evaluation is to
consult with stakeholders. First, do a “stakeholder
scan.” Compile a list of all those who “have an
interest” in the evaluation (see Figure 5). Ask
them, either individually or in groups: What do

Preparing for Evaluation
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you want from a formal program evaluation? They
might offer their own questions, or they might
choose from the list in Figure 8.

In many program evaluation situations, all stake-
holders are not equal in terms of their influence.
Often, those who are commissioning or paying for
the evaluation have more of a say in determining
the purpose of the evaluation than others. None-
theless, involving many stakeholders in the formu-
lation and conceptualization of the evaluation is a
good way of engaging them in subsequent pro-
gram improvement and program decision-

making.

Current F’rogt‘am Funde;sers
Potential Foundation Fun -
potential Individual Dono
Board Members
ee Members
Licensing or Accredi’.cing Groups
Program Frovi dersi .
potential Program frowder
Program F’arbictpan't? -
Friends of Program Participa
Congregante
Colleagues * Resea rcher[? .
Other Insticutions* Su‘?ﬂee -
Competitors” Fartn

Commi’f.t
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GROUP 1

e

Figure 6a WHAT STAKEHOLDERS WANT

The stakeholders involved in a program, project, or activity may differ in
what they expect from an evaluation. Each group wants information that

they regard as trustworthy and conveniently packaged to facilitate their
own understanding.

- er orga-
Foundation program ficene; ARHAE R pO::Z ::::g‘t:: :he ’
nizations, potential Progra.m;j:EZ\esrj;uaﬂy Want,summative
aereLIn R 3::' l:ag’;.omi@:w:zr;nal evaluation report that Wf“ 00:
exlxaluatxon nior o the results or penefits obtained from doing tﬁ 5
. sun}r:am?rs uently want observable impacts, cosjﬂ/bene
Z:;?;z?; anzycom%arisons with other programs that o

achieve the same results.

GROUP 2

Lay leaders, program managers, educators, trainers, teach-
ers, interested professionals in the same or other agencies,
and researchers. These individuals usually want formative
evaluation information which they can use to form or re-form
the program or to adopt and adapt it to their own circum-
stances. They are often interested in the details of the pro-
cess of implementation, as well as program impact. They usu-
ally want information in the form of informal reports, guidelines,
& and lessons learned. They also may want oral presentations.

GROUFP 3 .
Participating individuals,
These individuale usually w

families, institutions, and commum:le::
ant feedpack about how they and otneé

y

' iotion and interpreta-
' appreciate descrip
upon, add to, and modify. They app

6 1l
1 1

interviews .
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Figure 6b

Accomplishing the task of evaluation is not enough. Equal attention must be given to the
entire evaluation process and the people involved. ... People are committed to what they
help create. Members of an organization should help create their own evaluation. An
evaluation process or methodology imposed from outside an organization is often
resisted. A generic one-size-fits all approach is typically suspect. People ask: How will it
fit our organization’s unique circumstances and needs? Will it provide information that
is useful to us? Will we have input into the process? What will be done with the results?

In order for evaluation results to be used by the organization for learning, improvement
and change, the results must be perceived as accurate, credible and “useful” to all par-
ticipants. Evaluation results are useful when they enhance the organization’s common
understanding of reality.

(“Learning and Change: The Desired Outcomes of Evaluation,” Linda Fisher, in A
Vision of Evaluation, published by the Independent Sector.)

|

Evaluation is an opportunity to engage [stakeholders] in fruitful conversation... If
evaluation is to prove truly useful as a form of education, it must make itself at once
intelligible, credible, and provocative to its diverse audiences. For there to be mean-
ingful contact, the conclusions of an evaluation should, first of all, be intelligible to
an informed public and the means of reaching the conclusions should be explicable
as well....

Evaluations should also be credible to the audience they address. They should ac-
knowledge, in the approach chosen and the methods employed, their audiences’
convictions about what kinds of information are dependable and believable....

A truly useful evaluation, however, does not only work within the established hori-
zons of its audience; it also helps to expand those horizons, by introducing new facts
and new ways of seeing the facts. It must therefore aim to be provocative as well as
intelligible.... It must have the capacity to provoke constructive conversation among a
variety of interested publics about the fundamental issues and problems at stake in a
program policy.

In choosing sources for information, then, the evaluators’ special responsibility is to
look beyond the readily available options and to seek out the perspectives of those
interested publics who are not usually part of the conversation. Likewise, in render-
ing that information to a larger audience, the evaluator should strive to organize the
material in interesting and illuminating ways.

If there are, indeed, differences of perspective represented, how might these differ-
ences be understood? What fundamental values or visions unite or divide the publics
represented? How might the information be provided to audiences in a way that
encourages dialogue about these fundamental concerns?

(The Lily Endowment, Inc., Evaluation Notebook, 1989.)

I N

I
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Figure 7

PURPOSES FOR FORMAL
PROGRAM EVALUATION

To improve the program (forma-
tive evaluation)

To assess the worth and merit of
the program (summative evalua-
tion)

To improve the quality of program
delivery (implementation evalua-
tion)

To increase the effectiveness of the
program (impact evaluation)

To modify the program in light of

changing needs (reconceptualize
program)

To ascertain whether the program
met its goals (goal-based evalua-
tion)

To obtain or maintain accreditation
for the program

To meet an imposed evaluation
requirement

To ascertain compliance with
preexisting standards

10. To publicize the program

11. To disseminate the program

a. Choose a Formative or Summative
Orientation, or Both

The maturity of the program influences the
decision about whether to do a formative or a
summative evaluation (see Figures 7 and 8).

Formative evaluation is helpful when a program is
relatively new, still being formed, and needs fine-
tuning to “improve.” Since the purpose for forma-

18~
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Figure 8 \
EVALUATION ORIENTATIONS

AND QUESTIONS

1. Formative evaluation asks: How
can we improve this program?

2. Summative evaluation asks: [s this
program worth doing?

3. Implementation evaluation asks:
How well does the program deliver
its services?

4. Impact evaluation asks: What effect
does the program have on partici-
pants and others? What changes
have occured as a result of the
program?

5. Goal-based evaluation asks: To
what extent has the program
achieved its goals? |

6. Goal-free evaluation asks: What
are the consequences of this program,
both anticipated and unanticipated?

7. Decision-oriented evaluation asks:
What should we find out so we could
solve problems associated with the |
program?

8. Responsive evaluation asks: What
is important to people about this
program?

9. Accountability evaluation asks:
How does this program comply with
a particular set of standards?

l 10. Cost-benefit evaluation asks: How

do the costs of this program compare

with the benefits? Is the program I

‘IL worth the cost?

tive evaluation is program improvement, it is
useful only if there will be a “next time” for the
program. If a program or event is one-time only
and will never be repeated, formative evaluation is
not needed. Informal evaluation is sufficient.

Summative evaluation usually occurs when a
program has been “shaken down” and is working
well. Summative evaluation is concerned with
“summarizing” the worth or merit of the program

PATHWAYS



— to “prove” something about the program.
Summative evaluation is especially relevant if
decisions must be made about whether the
program is to be refunded, defunded, expanded,

or contracted.

It has been said that formative evaluation is “when
the cook tastes the soup.” Summative evaluation is
“when the guests taste the soup.”

While, in actual practice, the differences between
formative and summative evaluations get blurred,
the distinction should be kept in mind for two
reasons. The first is that program staff and pro-
gram participants are unlikely to be candid about
what they see as problems needing to be fixed if
they are concerned that their comments may
negatively affect the program’s survival. The
second reason is that a summative evaluation, in
contrast with a formative evaluation, is likely to be
more encompassing and include cost/benefit
analyses, comparisons with alternative programs,
analyses of competing uses for program funds,
and judgements about program relevance to
institutional priorities.

b. Choose an Implementation, or
Impact Orientation, or Both

Implementation evaluation examines program
quality and focuses on the appropriateness and
efficiency of the program’s delivery system, usually
asking about administrative, curricular, and
instructional aspects. Implementation evaluation
and formative evaluation usually go hand-in-hand
because program improvement comes from
upgrading or reorganizing the delivery system of
the program.

Impact evaluation, examines the direct effects
that the program has on those who partici-
pate and on those who deliver the program,
such as professionals or lay leaders. In addi-
tion, it explores the indirect effects on others
in the institution or community and those
persons having a relationship with the pro-
gram, such as suppliers, competitors, or allies.
Impact evaluation and summative evaluation
usually go hand-in-hand because a program

Preparing for Evaluation
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that does not affect participants may not be
worth the money it costs (see Figures 7 and 8).

c. Choose a Goal - Based
Orientation

Goal-based evaluation may be formative or
summative, implementation or impact depending
on the stated goals of the program. Goal based
evaluation asks about the extent to which pro-
gram goals have been achieved. If the goals of the
program are well-stated, this is a useful approach
(see Figures 7 and 8).

Some evaluators, program funders, or policy
makers urge strongly that program goals be
turned around into program evaluation questions.
The usefulness of such goal-based evaluation
questions depend on the exactness with which the
program goals can be stated. In order for program
goals to serve as the basis for evaluation questions,
goals must:

A Be stated in terms of desired or anticipated
participant outcomes rather than the inten-
tions of the program providers

A Focus on important rather than trivial out-
comes for participants

A Contain indicators by which the participant
outcomes can be ascertained

A Be achievable by the participants within the
time frame of the program

A Bebacked up by activities which give partici-
pants the information and practice necessary
to achieving the goals. Goal-based evaluation
questions can be helpful in pushing program
providers to become more precise about what
it is they want to happen for participants and
how they will know whether it has happened.

Sometimes, program providers cannot formulate
important, measurable, and achievable goals
because they do not yet know enough about what
will happen when the program actually runs. In
this case, an informal or formal evaluation, which
deals with implementation or impact issues, will
be more appropriate than a goal-based evaluation.
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Framing the Evaluation

In preparing for an evaluation, the evaluation
committee should consider duration, cost, and
personnel requirements.

A Informal evaluations should begin when the
program is being conceptualized. Program
providers should be asking themselves evalua-
tive questions about their planning process,
their goals, and how the activities of the
program contribute to achieving those goals.
Informal evaluations occur within the same
time frame as the program. Data is collected
from participants as the program goes on,
although sometimes follow-up data is ob-
tained.

A Formal evaluations should begin when
program planning begins and should be
integrated with the program’s time frame.
Initiating the formal evaluation process
concurrently with the program planning can
substantially alter the program itself. Evalua-
tors, by asking about implementation and
impacts, often alert planners to gaps that are
correctable before the program begins. Data
collection may start before the program begins
in order to get baseline information about
participants, so as to compare their before and
after responses.

A Formal evaluations take time to plan, carry
out, and write up. Often, they take many more
weeks to complete than originally anticipated
because of slippage in data collection, analysis,
and report writing.

In real-life, it is more usual to design the
evaluation to conform to the available funding
rather than to design a desirable evaluation
and then find the needed dollars. Apart from
the administrative, clerical, and -computer
expenses associated with an evaluation, the
major costs are paying for someone’s time to
conceptualize the evaluation, develop instru-
ments, collect and analyze the data, and write
and present the final report.

- A For informal evaluations of small programs,

20~ JESNA and CIE

where program professionals do their own
data collection and analysis, expenses are
small. These may include refreshments for the
evaluation committee, copying, mailings,
phone interviews, and staff time in data
analysis and report writing. These informal
evaluations can be done for under $1,000.
However, remember that staff time is not free.
There are what are called “opportunity costs.”
The time that program people spend on
evaluation is not available to be spent on
programming,.

For formal evaluations, outside consultants
may be used either for the entire evaluation or
for only one part, such as designing instru-
ments, collecting data via interviews or focus
groups, or doing data analysis. Expensive
outside time can be kept to a minimum if
administrative tasks are done in-house.

In the general educational and non-profit
communities, even small scale program
evaluations usually cost upwards of $10,000.

The government used to allocate 5% of program
costs of large programs for evaluation.

In the Jewish community, at the present time,
it is common for small scale evaluations to be
budgeted — when they are funded at all —at
$2,500 to $10,000 a year, with $5,000 - $7,000
being a typical range. However, evaluation
may require 5-8% of an overall program
budget.

Fees for evaluators, like other consultants, vary
greatly depending on the expertise and reputa-
tion of the individual. Consultants may
estimate their time by the hour, anywhere
from $30 to $120 for large projects, or they
may provide a single estimate for the entire
project, building in contingency estimates if
the demands on their time increase.

Who should do it? The decision about
whether to use inside or outside evaluators
depends on the formality of the evaluation
and how much money is available. Whether to
use an outside evaluator is a judgement call,
which requires balancing the tradeoffs (see
Figure 9).
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A While each situation is different, in general:

« The larger, the more consequential, or the
more political the program is, the more
likely that an outside evaluator is desirable in
order to establish credibility.

« Formal summative evaluations nearly always
require an outside evaluator, especially for a
program that is well conceptualized, large
scale, or multi-site and likely to be used as a
model for other programs.

« An outside evaluator is desirable when a
formal, formative evaluation is being done
with a promising program that could benefit

from expert and experienced attention to
implementation and impact considerations.

+ An outside evaluator can be helpful even in
relation to one or two aspects of the pro-
gram, even if there is insufficient funding for
that person to take overall responsibility. He
or she might work with the evaluation
committee or program staff to frame the
evaluation, develop or review data collection
instruments, review the findings, and discuss
how to disseminate and use them. Other
people could handle the administrative and
dissemination burdens.

Figure 9a
OUTSIDE or INSIDE EVALUATOR?

OUTSIDER AS EVALUATOR

ADVANTAGES

* Technical skills

- Experience with other programs and evaluations

+ Ability to get things done

+ Credibility

+ Lack of investment in the outcomes so stakehold-
ers assume credibility

* Lower costs

+ Familiarity with the context

+ Capacity-building for professionals in terms of
learning about evaluation

+ Implied commitment to follow-through on findings

DISADVANTAGES

+ Higher costs

- Insufficient knowledge of context

» Possible mis-match of evaluator to program
+ Difficulty of finding the right person

« Lack of sufficient commitment

» Possible role conflicts

+ Perceptions of partiality

INSIDER AS EVALUATOR

ADVANTAGES

+ Lower costs

+ Familiarity with the context

+ Capacity-building for professionals in terms of
learning about evaluation

+ Implied commitment to follow-through on
findings

DISADVANTAGES

* Lack of skill or time to devote to evaluation

+ Possible role conflicts

» Perceptions of partiality

Figure 9b
SAMPLE COSTS FOR OUTSIDE
EVALUATOR

PROGRAM:

This year-long program is intended to increase
the Judaic knowledge of an organization’s staff so
that they, in turn, will increase the Judaic content
of their programming with Jewish teenagers. The
program has three components: a one-weekend
training institute; three sessions of small support/
discussion groups; and individual mentors for
each staff member.

EVALUATION:

After negotiating the purpose questions, the
evaluation design, and the data collection strat-
egy, the outside evaluator is to be on-site to
observe the training institute, converse with
participants, develop and analyze end-of session
questionnaires, do phone interviews after the
second session with three randomly-selected
participants in each of the small discussion
groups, and with the six mentors. The outside
evaluator will produce a final report. Evaluation
per hour.

ESTIMATED BUDGET:
Negotiation of evaluation questions

with stakeholders (1 day) .........c........ $ 800
On-site observation (2 days)................$ 1,600
Preparation and analysis of

survey (3 days) .....cococveviicniensisnnenneenns $ 2,400
Fifteen 30 minute phone interviews,

plus set-up time (2 days) .....c.ouveevennes $ 1,600
Final report, draft and

revisions (2 days) ........cooceiienssinninnnnes $ 1,600

Follow up analysis of programming
to ascertain Judaic content (2 days)..$ 1,600
TOUBL it F3000

Preparing for Evaluation
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Formulating Evaluative
Questions

Once the evaluation purposes and orientations are
clear, the next step is stating the questions. The
evaluation questions shape the subsequent devel-
opment of data collection instruments. Questions

selected from Figures 11-17 below.

Focusing the Evaluation

After obtaining agreement on the general purposes
for a program evaluation, the evaluation commit-
tee should decide about the orientation or the

can either be generated by the committee or

evaluation.

Figure 10

EXAMPLES: FORMULATING GOAL-BASED QUESTIONS

Program Goal

Possible
Evaluation
Questions

Comments

1. This program will introduce people to the joys of Shabbat.

Did this program introduce people to the joys of Shabbat?

Were people introduced to this topic or did they already have some familiarity with it2
Did they find Shabbat joyful at the end of the session?

What was the evidence that they did s0?

The evaluation questions that can be derived directly from this program goal seem somewhat silly and not
worthy of a lot of attention. This is because the goal is stated in terms of the vague intentions of the
program providers, not in terms of outcomes for participants. What is supposed to happen for partici-
pants?

Possible
Evaluation
Questions

Comments

Program Goal

2. This program will provide a meaningful Shabbat experience for the 20 families of second graders. It will
teach them about rituals and prayers and will encourage them to have Shabbat dinners.

A literal view of these goals would produce evaluation questions such as:

Did this program provide a meaningful experience?
How many families of second graders came?

Did the appropriate teaching occur?

Were families encouraged to have Shabbat dinners?

A more inferential approach would yield the following questions of participants:
In what ways was the program meaningful to you?

What rituals and prayers did you learn?

Do you plan to have a Shabbat dinner any time during the next menth?

One might ask families to demonstrate their knowledge. One might also engage participants in follow-up
conversations to find out if people actually had Shabbat dinners as a result of the program.

As with the question above, the program goals are written in such a way that evaluation questions derived
from them would focus exclusively on program execution and whether the program did what it promised.
(Indicating the number of expected families does permit comparisons of actual vs anticipated attendees.)

By inferring what the intended outcomes are, however, additional evaluation questions could be asked and
answered.

Program Goal

Possible
Evaluation
Questions

Comments

3. Through this introductory Shabbat program for the families of 20 second graders, participants will
become more aware of the value of Shabbat, will increase their knowledge of Shabbat practices, and will
host or be guests at one Shabbat dinner in the next month.

These goals are stated in terms of anticipated participant outcomes and are readily evaluated. Since the
goals call for change in attitudes, knowledge, and behaviors, the evaluation should assess the pre-program
attitudes, knowledge, and behaviors of the participants. While attitudes and knowledge can probably be
assessed immediately following the program, the hoped-for behaviors will need follow-up to find out if they
actually happened.

An evaluation of these goals would report the actual attendance vs. the expected attendance. An informal
evaluation could assess the pre-program status of participants by asking people to introduce themselves
and describe what they now feel/do about Shabbat. This could be done using a short, written survey/essay
or an evaluation go-around at the end of the session. A formal evaluation would likely require a pre/post
rating form which participants would complete along with some demonstration of their actual knowledge.
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Figure 11

QUESTIONS ABOUT
PROGRAM PLANNING

« Were all those who should have been involved included in
the planning?

- Did the planning cover everything needed to carry out
the program (e.g., publicity, marketing, materials, room

l arrangements, food, clean-up)?

- Were the program goals clearly specified?

| » Was the program relevant to participants’ needs/wants/
interests?

» Did the program address an important and needed area?

» How is the program similar or different from competing
programs?¢

» |s the program compatible with the aims of the
institution? Community?

- Does the program advance the interests of the
I institution? Community?

- What would have happened if there had not been a
program?




Figure 12

QUESTIONS ABOUT
PROGRAM IMPLEMENTATION

How many people participated? I

* How many people came compared with how many were expected?
Did the program reach the people it wanted to reach?

How was retention over the duration of the program?

* Did, or would, participants come back a second time? I

* Would participants recommend the program to others?
Was the program properly administered? l

*  Was the staff properly recruited and trained?

Was the marketing of high quality? Appealing and appropriate to the audi-
ence? Properly targeted? Timely?

Were the facilities/arrangements/logistics satisfactory? I
Was the program the appropriate length?
* Was the content appropriate to the sarticipants?

Were the activities consistent with program objectives?

Were the activities sufficient to achieve program objectives? |
Did the activities hold participants' interest?
Was there sufficient variety in the activities? I
Was the pacing of the program adequate?

Were the materials appropriate and of good quality?
Were there take-home materials?

Was there monitoring of quality during the program?

Were there opportunities for participant feedback during the program?
Was there a way for handling problems as they arose?

How much did the program cost in dollars and time? Total? Fer participant?

Could the program have been done for less? What would have been sacrificed?

Was follow-up planned? Was follow-up implemented?

What problems were encountered?

*  What successes were achieved?

| ‘ *  What should be done differently next time? |
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Figure 13

QUESTIONS ABOUT OVERALL
IMPACT ON PARTICIPANTS

. How did the program affect participants immedi-
ately after? Several months after? What specific
examples did they give?

¢ What changes did participants report in their own
knowledge, skills, attitudes, and behaviors as a re-
sult of the program?

. What observable changes occurred in the behaviors
of participants?

. What aspects of the program were participants
most satisfied with? Most dissatisfied with?

$ What direct payoffs/benefits did the program have
on participants?

. What intangible payoffs/benefits did the program
have on participants?

Preparing for Evaluation ]ESNA and- C“E




Figure 14

QUESTIONS ABOUT IMPACT ON
PARTICIPANT ATTITUDES

A Inwhat ways did participants change their attitudes or
opinions?

A What will participants remember six months from now?

The questions below are adapted from a taxonomy which helps
teachers set educational goals and helps evaluators explore
changes in students’ affective functioning.

| AWARENESS: Did participants increase their awareness of
or their willingness to pay attention to a particular area?

SATISFACTION: Did participants increase their satisfaction
or their willingness to respond to a particular area?

VALUING: Did participants come to value, come to be inter-
ested in seeking out, or become committed to a particular area?

PRIORITIZING: Did participants come to assign different
priorities to particular values? Did participants reorganize their
value systems in particular areas?

INTEGRATING: Did participants integrate values in a particu-
lar area into their belief systems and into their world view?

(Adapted from
Taxonomy of Educational Objectives: Affective Domain.
David R. Krathwohl, Benjamin S. Bloom, and Bertram B. Masia, 1967)
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Figure 15
QUESTIONS ABOUT IMPACT ON
PA?RTICIPAN'I' KNOWLEDGE

A Whatdid partic:ipaﬂts learn that was new to Them? What was exciting?
A What will participants remember six months from now?

The questions below are adapted from a taxonomy which helps teachers set
educational goals and helps evaluators explore changes in students’ cognitive
functioning.

DID PARTICIPANTS ACQUIRE NEW KNOWLEDGE? Knowledge
involves the recall of specific facts, terminology principles, patterns, or
themes.

DID F’AR’!’!CIF’ANTQ INCREASE THEIR COMPREHENSION OF
QOME AREA? '

Comprehension znvoives understanding material so that an individual can accu-
rately paraphrasé_or translate it into their own words, can re-order or sum-
marize the material, or can extrapolate from the material and indicate infer-
ences that can be drawn from it.

DID PARTICIPANTS INCREASE THEIR ABILITY TO APPLY
THEIR KNOWLEDGE? Application involves making use of abstractions
such as ideas, procedures, or methods in particular and concrete situations.

DID PARTICIPANTS INCREASE THEIR ABILITY TO ANA-
LYZE? Analysis involves being able to break down an idea into its component
elements, understand the arrangement of the elements to one another,
understand how something is ordered and structured, and how it transmits
its message.

DID PARTICIPANTS INCREASE THEIR ABILITY TO SYNTHE-
SIZE? Synthesis involves putting together parts to form a whole, and

arranging or recombining separate ideas to produce a unique communication,
a plan, or a proposed set of operations.

DID PARTICIPANTS INCREASE THEIR ABILITY TO EVALU-
ATE? Evaluation involves judgments about the value of materials and meth-
ods, both in terms of internal evidence and in terms of external criteria.

(Adapted from
Taxonomy of Educational Objectives: Cognitive Domain.
Benjamin 5. Bloom, 1965)

Preparing for Evaluation ]-ESNA and C“E
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Figure 16

QUESTIONS ABOUT IMPACT ON
PARTICI?PAN'I' BE‘HAVI%ORS

Did pa r'l::c;ipa m:5 demonstrate new I@velss of 5kall? Which?

Did pamctpaﬂte chaﬂge their at-home behaviors? Which |
increased? Which decreased?

Did participants change their social behaviors? Which in- |
creased? Which decreased?

Did participants change their affiliative behaviors? Which |
increased? Which decreased? '

B
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‘ Figure 17

QUESTIONS ABOUT IMPACT ON
NON-PARTICIPANTS

What positive or negative effects did the program have on
the sponsoring institution?
— On other institutions?
— On partners? On competitors?
— On the community-at-large?

What positive or negative effects did the program have on
the program providers?
— On the program planners?
— On others associated with the institution?

Preparing for Evaluation JESNA and C”E
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Collecting

Data

Considerations

After choosing the evaluation questions, it is
time to decide how to collect data to answer
them.

What is data?

Data are facts and figures from which answers
or conclusions can be inferred. People’s
responses on a questionnaire or an interview
are data. Tally marks or notes on an
observer’s report are data. Census figures are
data. Attendance lists, phone logs, journal
entries, records of books checked out of the
library are all data. People talking about their
home observances, describing their feelings,
about being Jewish, telling anecdotes are data.
Photographs, movies, audio tapes capture and
preserve visual and oral data.

What are data collection instruments?

Data to answer program evaluation questions
are collected by using instruments such as
those mentioned below — questionnaires,
interviews, observation schedules. record
keeping, photography and the like. (See
Figure 18)

Data collection instruments for program
evaluation can either be developed by the
program evaluator, or they can be adopted or
adapted from those used by other program
evaluations. Selecting the most appropriate
instrument or combination of instruments is
the function of the evaluation committee, the
outside evaluator or the inside person doing
the evaluation.

Collecting Data

]ESNA and C[]E

Who supplies the data?

Data can be collected from many different
kinds of people, depending on the evaluation
questions being asked.

Objectivity and subjectivity in collecting
data

Until recently, objectivity was thought to be
characteristic of program evaluations in the
same way that it was thought to be character-
istic of scientific experiments. Today, philoso-
phers, scientists, and other experts explain
that in the hard sciences, as well as in the
social sciences, objectivity is always influ-
enced by the interaction between the observer
and the observed.

Scientists now know that the presence of an
observer affects the behavior of whatever is
being observed and that the observer subtly
modifies that which is observed in ways
which he or she doesn’t even recognize.
Survey responses are always influenced by the
phrasing and order of the survey questions.
Interviews are always influenced by interview
questions and the interviewer himself. In
program evaluations, we no longer make the
claim that “an objective evaluator” can find
out “the truth” about a program. Rather, we
can expect that an evaluator will give us a
perspective that is fair, dispassionate, and not
deliberately biased in favor of any predeter-
mined outcome. We can expect that an evalu-
ator will illuminate the “multiple truths” and
differing viewpoints that exist with reference
to a program.

The quantitative/qualitative distinction

Quantitative data is information reported in
numbers, such as attendance, test scores,
people answering “yes” to a question, phone
calls made, sales completed, and profits
earned. Checked-off answers to a standard-
ized question on a survey can be reported in
numbers. Activity logs generate numbers.
Numbers permit comparisons of groups with
one another on some indicator. Methodolo-
gies for assembling and analyzing quantitative
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Figure 18 DATA COLLECTION INSTRUMENTS

SURVEYS

(of behavior & attitudes)
e Rankings

e Ratings

e Agree/Disagree

e Check Answers

e Open Ended

SELF-REPORTS

(of behavior & feelings)
e Logs

e Journals/Diaries

e Critical Incidents

e Anecdotes

TESTS
(of knowledge & skill)

e Multiple Choice
e Short Answer

e Essay

e Performances

e Demonstrations
e Role Plays

e Simulations

RECORDS,
DOCUMENTS, AND
PORTFOLIOS

e Artifacts

e Products

o Review of Materials
e Memos and Minutes

e Attendance Sheets

e Activity Logs

INTERVIEWS

e Key Informants

OBSERVATIONS
e Structured
e Semi-Structured

e Unstructured

CASE STUDIES

(of individuals & groups over
time)

e Farticipants e Still Photos

e Stakeholders o Movies

e Experts e Videos

e Exit Interviews

e Hearings
LONGITUDINAL
STUDIES

34~

| GROUP INTERVIEWS

e Focus Groups
e Unstructured Discussion

e Triggered Discussion

e Time Series

e Follow-Ups
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Figure 19 :

CRITERIA FOR
INSTRUMENT SELECTION

1. Fidelity to the purpose of the evaluation
2. Suitability to the program being evaluated
3. Utility in providing needed information

4. Credibility to evaluation audiences

5. Compatibility with the setting in which they are being
used

©. Cost effectiveness in relation to time, resources, and
staff capabilities

7. Few negative side effects

(Adapted from Nick Smith,
Northwest Regional Lab, unpublished.)

Ca”“””g Data
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data come from many fields, such as business,
science, sociology, and statistics.

Qualitative data is information reported in
words, such as stories, anecdotes, comments,
cases, and descriptions. People’s suggestions
in responding to an open-ended survey
question can be reported in words. Qualita-
tive data is less useful for comparing groups
with one another, but more useful in under-
standing the individual, the particular or the
patterns and themes running through many
responses. Methodologies for assembling and
analyzing qualitative data come from fields,
such as anthropology, literature, history, and
journalism.

Quantitative data provides information about
the incidence of some characteristic in a
population, while qualitative data provides
information about the reasons for that inci-
dence. Each method yields its own insights.

Many evaluations collect both quantitative
and qualitative data. For example, interviews
with a small number of people are often done
before making up a survey, so as to get the
proper short answer choices. Or, after a
survey has been analyzed, in-depth interviews
can be used to probe the meaning behind the
numbers.

In evaluation reports, numbers are often
displayed in charts accompanied by quota-
tions, stories, or anecdotes. Or, the reverse:
themes and patterns are described and sup-
ported by statistics.

Instrument Selection

Selecting appropriate types of instruments
depends on the evaluation purpose, as well as
on stakeholder and audience preferences.
Many people in business or professions like

- law, accounting, or medicine prefer “hard”
data — that is, numbers documenting atten-
dance, contributions, memberships, and
changes in pre- to post- program behaviors. If
stakeholders and audiences like to deal with
numbers because their business or technical

36 ~
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backgrounds make them comfortable with

this form of data, then quantitative data
should be collected.

Others, such as educators or those in the
helping professions, often prefer stories,
examples, or illustrations of how programs
changed attitudes or behaviors. If stakehold-
ers and audiences are more comfortable with
individual cases and interpretive explana-
tions, then qualitative data should be col-
lected.

People’s views about what kind of informa-
tion they trust are usually deep-rooted and
have to do with their assumptions, often
unarticulated, about the nature of truth and
of reality and how we know what we know. It
is unlikely that these views will change.
Evaluztions should accommodate them and
try to provide data that satisfies both world
views.

Important as stakeholder and audience data
preferences are in determining what instru-
ments to use in an evaluation, more impor-
tant is finding that combination of data
collection methods that will tell people what
they want to know.

To understand the range of reactions to a
program or the impacts that a program has
had on participants, especially in unfamiliar
areas, an evaluation might want to ask open-
ended questions, in-person, on the phone, or
in a focus group, carefully probe their expla-
nations and views. If you want to be able to
say what percentage of people think, feel, or
behave in a certain way, the evaluation may
want to use surveys, tests, or structured
observations to provide numerical counts.

Another factor in deciding what type of
instruments to use is the expertise avail-
able. Quantitative and qualitative data
collection methods require different tech-
nical skills in data gathering, analysis, and
presentation. Most outside evaluators have
a preferred way of working, even though
many can do both.

PATHWAYS



Instrument Development

We know that the way questions are asked
influences the answers we get. Some ex-
amples: We know that we get different an-
swers if we ask for ratings of each of a num-
ber of items rather than a ranking for the
entire set of items. We know that even seem-
ingly minor decisions, such as how much
space is left after each question or how wide
the margins are, influence the kinds of an-
swers people provide. We know that the order,
the tone of voice, or the speed with which an
interviewer asks questions greatly influences
what respondents talk about and how much
they talk.

Figures 22 to 28 in this section provide guid-
ance in developing interviews and question-
naires and in running focus groups. However
additional books or experts should be con-
sulted about the more technical aspects of
designing instruments and interpreting
results.

In formal evaluations, it is essential that
instruments be developed and reviewed by
technically proficient individuals.

In informal evaluations, instrument develop-
ment is usually done in-house, possibly with
some help from those who have knowledge
and experience in designing questionnaires,
interview schedules, or focus group ques-
tions.

In informal evaluations, while keeping all
these variables in mind, then, we are looking
for instruments that are “as good as we can
get” rather than “the best possible.” When you
develop an instrument, “pilot” it by asking
two or three people similar to the respon-
dents to “try it out” and tell you their reac-
tions. You, as the instrument developer,
should notice whether the respondent has
difficulty with the questions, would like to tell
you something other than what the questions
ask, or gets frustrated with the length of the
survey or the interview. After you go through
several revision cycles, the instrument is likely

Collecting Data
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to be substantially improved.

It is often easier to modify someone else’s
questionnaire, interview, or focus group
questions than it is to generate your own. If
you collect forms that you receive in the mail,
or are asked to fill out when you vacate a
hotel room, or are distributed after a work-
shop you attend, you will develop a file with
many usable ideas.

Sample Selection

In informal evaluations of small programs, all
participants usually complete questionnaires
or participate in interviews.

For formal evaluations, a knowledgeable
consultant should assist with sampling.

In formal evaluations of large or multi-site
programs, it may be necessary to select a
small sample from the larger population. A
sample should be selected so that the re-
sponses of the sample population will repre-
sent those of the larger group.

The evaluation may use a random sample
which will permit generalization from the
smaller group to the larger population. The
proverbial “names drawn from a hat,” select-
ing every xth person from a list until you get
the number of people you want, or using a
table of random numbers to select people
from a list will all do. One should select as
large a sample as possible, but no fewer than
20% of the population — a number accept-
able to most, but not all, statisticians.

Selecting a representative sample is another
way to go. Divide your population on some
relevant variable such as sex, age, or educa-
tion, and estimate their proportion in the
population. Then, randomly select from all
the women, for example, the number that
would give you the same proportion in your
sample as in the total population. If women
make up 60% of your population of 200
people, they should make up 60% of your
sample of 40 people.
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Another kind of sample — neither random
nor representative — is called a nomination or
snowball sample. It is sometimes used for
identifying respondents for individual, group,
or phone interviews. It means asking one
individual to suggest other people for you to
contact. This process is repeated until the
same names or redundant information ap-
pears.

Data Collection Schedule

When and how often to collect data depends
on what you want to find out. The evaluation
committee could decide to collect data from
respondents before and after a program to
detect changes influenced by the program. Or,
one could collect data at several times during
the program to detect growth or development
over some time period. Or, one could collect
data at the conclusion of the program or a
long time after the end of the program to find
out what program impact they report.

When and how often to collect data depends
on what you want to find out. The previously
framed evaluation questions should guide
decisions, along with budget, available time,
and the skills you have or can access.

In an informal evaluation, you are likely to
collect data at the end of a session with an
evaluation go-round or a short survey, and, if
the program is multi-sessioned, at the end of
the entire program.

In a formal evaluation, you may want to
collect baseline data before the program
starts, at intervals during the program, at the
end of the program, and at some point fol-
lowing the program to get evidence of longer
term impact. Figure 21 illustrates some of the
options that can be used in either informal or
formal evaluations.
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. A COLLECTIN
EXAMPLE: DAT RAM EVOLVES

Figure 20 AS PROG

PROGRAM CONCEFPT:

A social service agency and a synagogue wanted to create an outreach program to serve intermarried
couples. The goal of the program was for participants to become familiar with the Jewish tradition and
clarify for themselves the ways in which they would handle ritual and holiday issues in their homes.

START-UFP:

A social worker and a rabbi, partnering at his synagogue, announced in the temple bulletin a three-session
program on successive Wednesday nights at a meeting room in the synagogue. Five couples showed up the
first session, three the second, and two on the last evening.

NON-FORMAL EVALUATION:
Each evening, before the session started and over coffee afterwards, the social worker and the rabbi con-
versed with people about what had prompted them to come, what they thought of the announcement, what

they thought about the content of the sessions, and why they thought there was a drop-off in attendance. -

""" SRR gl R R SR PSR

PILOT PROGRAM:
Based on this experience and the feedback they received, the programmers moved the program to a
centrally located home, rescheduled it for six sessions once a month, rewrote the announcement and, in
addition, asked the original couples to personally invite intermarried couples that they knew. Nine couples
showed up the first night. By the end of the six months, all were still in the program with a few having
missed one or two sessions.

INFORMAL EVALUATION:

At the end of each session, the programmers spent fifteen minutes doing an evaluation go-round in which
participants gave their responses to different aspects of the course. Since some of each session’s time
was spent in small group conversation and reporting out, the rabbi and social worker learned a lot about
each family's situation, and they planned their next session based on the previous session's input. Much
of the last session was dedicated to a writing assignment where each participant wrote a short "autobi-
ography of a learner” in which each traced some aspect of their personal experience over the course of the
six months. The couples shared this first with each other and then with the group.

ESTABLISHED PROGRAM:

Feeling successful, the rabbi and social worker applied for a grant to do the program thfz following yearlin two
houses for nine couples each using the same general format for the sessions. The funding agency r'eq,uwefi
that they submit an evaluation plan with their grant application and provide a final report at the conclusion
of the program.

FORMAL EVALUATION:

The social worker and rabbi used the same evaluation instruments as previously, though revised to contain
better wording, and made a written record of what was said in each evening's evaluation go-round. They
analyzed the end-of-program “autobiographies” in terms of how well the goals of the program had bf:en _
achieved. In addition, they asked an experienced evaluator to help them draft a user-friendly questionnaire
inquiring about the couple's Jewish knowledge and their thinking about ritual and holidays for u58. before the
program began, after it was over, and six months later. They submitted a final repc:frt to the ﬁ.mdmg agency.
The program has been refunded and expanded to three houses with additional facilitators being trained.

Other synagogues have expressed interest.

JESNA and CIIE
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Figure 21

DATA COLLECTION SCHEDULE OPTIONS

PRE-PROGRAM:

Application essays, journal-writing assignments, phone or in-person inter-
views, questionnaires, and focus groups can be used to get information from
individuals or groups about their knowledge, skills, attitudes, or behaviors
before a program starte.

DURING PROGRAM:

Questionnaires, evaluation goﬂrounds, small group reactions, tests, €52y,
demonstrations, and interviews can be used to ascertain participant
progress, satisfactions, and reactions and solicit their suggestions. Assign-
ments for journal writing or record keeping can be made. In-depthinterviews
for case study participants can be conducted by someone knowledgeable in
this form of field work.

POST-PROGRAM:

The pre- or during program instruments, as above, may be used again, or
different post-program measures may be developed.

FOLLOW-UF:

Previously developed instruments may be used, or new follow-up question-
L naires, interviews, and focus groups may be developed.
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Figure 22

P A QUESTIONN

HOW TO DEVELO

Initial Development
1. Decide on the purpose of the questionnaire. (What do you want to find out from
respondents?)
2. Develop a list of open-ended questions related to your purpose.
3. Askindividuals familiar with the questions to respond to the open-ended questions.
4. Use their answers to convert as many of your open-ended questions as possible into
checklist, ranking, or rating format.
5. Refine the wording of the questions.
First Revision
1. Add introductory sentences which explain purpose and use of questionnaire. Promise
confidentiality of answers. Thank people for their time.
2. Sequence the items in a easy to follow order.

3. Group similarly-formatted items together.

4. Vary formats. Use some short answer, some multiple choice, some ratings, and some
open-ended questions. Always include a space for “other.” Always ask for comments at
the end.

5. Keep questionnaires short — under 15 minutes to complete, if possible.

©. Leave sufficient space for answers.

7. Leave wide margins.

8. Use readable print size.

9. Eliminate double questions.

10. Number the questions.

1. Arrange the answer boxes so they can be easily counted.

12. Indicate that his or her name is optional, unless you need it for some reason.

13. Ask for identifying information so that you can analyze answers by relevant sub-group
(e.g.. men/women, age, income level, educational level, experience with... etc.)
Try-out
1. Give the questionnaire o a few people who are like your respondents. Sit with them as
they answer questions. Discover ambiguous or unclear questions and formatting
problems.
2. Tabulate answers to determine if items are easy to code.
Distribution
1. Mailed questionnaires usually have under a 20% return rate.
2. If questionnaires are anonymous, follow-up reminders should go to everyone. Offer to
replace lost questionnaires.
3. Distribute and retrieve questionnaires at meetings so that you have a captive audience.
Tabulation
1. Hand tabulate, if questions are few or respondents are few.
2. Use spreadsheet such as Excel for data entry, tabulation, and graphic presentations.
3. Get percentages by subgroups.
4. Cross-tabulate items of interest (e.g., Did men and women differ in their level of
satisfaction with the program?).

\’L///;//
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Figure 23a
EXAMPLE 1: END-OF-SESSION QUESTIONNAIRE*

We are interested in your opinion on this morning’s session. Please take a few minutes to give us your
responses. They will help us in planning for the next such session. Thank you very much.

Please let us know a little about yourself.

Sex: M F

Age: Under 30 31-45 46-64 Over 65

Please indicate your answers using this scale, and add explanations and comments. Use additional
sheets, if needed.

1. Poor

2. Fair

3. Good

4. Excellent

Comments

—

Overall, I would rate this session

2. ___ The content of this session

3. ___ The activities in this session

4. ___ The sequence of activities

5. ___ Theroom arrangements

6. ___ The refreshments

7. ___ Thelength of the session

8. ___ Theinstructor’s expertise

9. ___ The instructor’s teaching skill
10. __ The handouts

11. ___ My interest in the topic

12. __ My level of participation

13. ___ My understanding of session goals
14. __ My achievement of session goals

15. How did you hear about this session?

16. Did the session meet your expectations?

17. Would you recommend this session to a friend?

* Adapted from course evaluation form, Center for Non-Profit Management, Los Angeles, CA.
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Figure 23b

EXAMPLE 2: END-OF-SESSION QUESTIONNAIRE

Please take a few minutes to tell us whether we accomplished our goals with your family. After talking
with your child, circle and explain your child’s views and your own responses to these questions We read
every single answer and take your comments and suggestions very seriously.

1. We wanted you to spend an enjoyable morning building and decorating the Sukkah.

a. How did your child feel about this morning’s activities?

Liked it Just OK Disliked it
1 2 3 4 5 6 7 8

Why ?

b. How did you feel about this morning’s activities?

Liked it Just OK Disliked it
1 2 3 4 5 6 7 8

Why?

2. We wanted you to want to create a Sukkah of your own at home next week.

a. To what extent does your child want to do this?

A great deal Uncertain Not at all
1 2 3 A4 5 6 7 8
Why or why not?

b. To what extent do you want to do this?

A great deal Uncertain Not at all
1 2 3 4 5 6 7 8
Why or why not?

3. We wanted you to know how to build a Sukkah and where to get all the materials.
a. Did you learn what you need to know? Please describe what you learned.
b. Do you have other questions? Please list them.
4.  a. What worked well for your child about this morning’s program?
b. What worked well for you about this morning’s program?
5. a. What changes would your child suggest?
b. What changes would you suggest?
6. Please tell us anything that you or your child want us to know.

Thanks again for your views and your time.

Collecting Data ]ESNA and CIIE ~ 43




Figure 24
EXAMPLE: PRE/POST QUESTIONNAIRE

Thank you very much for taking the time to complete this short form. We are interested in learning
something about your background and your current activities. Sometime in the future we may want to
ask you additional questions. In order that we may be able to connect your responses, do not sign your
name but please put the last four digits of your phone number on the form.

1. Date 2. Last four digits of your phone number
3.Sexx M__F___ 4. Age: Under30___ 31-45____  46-64___  Over65____
5. Educational background (Please check all that apply)
___ College degree ____Jewish religious school
____Advanced degree _____ Bar/Bat Mitzvah
_ Adult education ___ Confirmation
____Professional/Continuing education ____Jewish camp
__ Other (Describe) _____ Other (Describe)
6. Your family’s religious practices Your family’s religious
as you were growing up practices now
(Please check all that apply)
- Light Shabbat candles ———

Participate in Passover Seder

Participate in High Holiday celebrations
Attend religious services regularly
Follow events in Israel

Other (Describe)

7. Please use the following code to indicate your current level of participation in each of the following:

1-Daily 2-Weekly 3-Monthly 4 - Severaltimesayear 0 - Never

a. ____ Think about something related to Jewishness

b. __ Discuss with others something related to Jewishness
¢. ___ Interact with Jewish peers

d. ____ Participate in a Jewish-organized social activity

e. ___ Participate in a Jewish-organized service activity

f. ____ Participate in a Jewish-organized religious activity
g. ___ Participate in a Jewish-organized study activity

h. ____ Participate in a Jewish-organized cultural activity
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Figure 25

HOW TO DO INTERVIEWS
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Figure 25

HOW TO DO INTERVIEWS con’t

%

. CONDUCTING THE INTERVIEW
4. Establish rapport and express appreciation

b. Make introductory and opening remarks (See above)
c. Keep interview focused and keep track of time

4. Always ask: Anything else you think | should know? Anyone else you
think | should speak with?

e. Make closing remarks

4. AFTERTHE INTERVIEW
a. Supplement your notes
~ b, Write thank you note and follow up as needed
~ ¢. Reviewwhat you've learned, what you need more information about,
and differences/similarities amond respondents
4. Review your performance: What went well/needs improvement?
EXAMPLES OF QUESTION LEAD-INS
a. Please tellme something apout your own relationship 10...
b, What has been your experience with..?
c. What is your reaction to.. ?
" 4. How satisfied are you with..?
e. | understand that.. | this your view?
£ Suppose that.. What would you do?
g. What do you think would happen if..2
" h. What are your ideas about..?
EXAMPLES OF QUESTION PROBES AND FOLLOW-UFPS
a. Can you tell me more about that?
" p. Canyou give me an example?
c. |f1 were there, what would | se€?
d. So,you are 52ying that...
e. Do you mean to imply... ¢
£ Amlsummarizing correctly when | say.. ?
g. |dont understand exactly what you mean by...
h. |5 there anything else that you want to tell me?

46 ~
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¢ T Understang feelings, attitudes, an 4 Opinions of 4 group before, during,
orafter g program

¥ o EXplore the impact of program

Place of sessiop; living room Orround table jn M2eting room
< Preparation of 4-5 open énded questions with probes
< Recordr‘ng or fote-taking
CON Ducting (As facilitatop orrecorder).

< Set-up; Welcome, thank You, explanation of focus groups in genery),
Purpose of this group, importapee of Speaking from Experience, use of
data, confidentia ity, recording Permission, and e
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Figure 27

.. EXAMPLES: FOCUS GROUPS

FOCUS GROUP PURPOSE:

To get information from Jewish teens about their interest in and use of computer programs
that are intended to put them in touch with a rabbi, one another, and on-line Jewish
resources.

PROCEDURES AND QUESTIONS:

A group or ten teens were assembled. A youth worker facilitated the hour and a half discus-
sion. After a go-round of self introductions, the facilitator explained that the purpose
was to get their views about connecting with one another via computer. He informally
guided the discussion through the following questions, promoting cross-conversation
among the teens while a notetaker recorded answers and taped the discussion.

* Tell us something, in general, about how you use the computer - at home or at school -
and how often.

* Give us a little information about your Jewish background, current interests, and
friends.

* What has been your experience with this Jewish-on-line program? What have you used/
not used? Why?

* What would make it more interesting/better for you?

* What else do you want to say?

The facilitator thanked everyone for their participation and indicated some likely next steps.

i

#2

FOCUS GROUP PURPOSE:

To get ideas about new or improved synagogue programs or activities that congregants would
welcome.

PROCEDURES AND QUESTIONS:

An evening of “Table Talks” was scheduled, invitations sent, and Bulletin announcements made.
Congregants were invited to sit with self-chosen "affinity groups,” such as pre-school
parents, B/B parents, newcomers, regulars, and empty-nesters. An opening welcome and
explanations were given by the Rabbi and Board President, Facilitators who were recruited
from the congregation and previously trained at an orientation meeting. guided their
groups through a discussion framed by the following five questions while notetakers
recorded and tape-recorded answers. After a go-round of self-introductions, facilitators
asked and promoted cross-conversation about:

* What is a typical week of activities like in your life?

* What activities/programs at the synagogue have you been involved with? Why did these
interest you?

* During the next year, what could the synagogue offer that you would find worthwhile?

* What would you like your own involvement to be in getting these up and running?

* Any other suggestions/ideas/comments you might have?

The facilitator thanked everyone for their participation and indicated some likely next steps.
; T
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Figure 28 EVALUATIVE GO-ROUNDS

The following sentence completions can be used at the end of sessions, events, and programs either in oral
go-arounds or in writing. Everyone can complete the same sentences orally or in writing, or small groups can
discuss and report out. Families can discuss and report out either individually or jointly. These sentence
stems also can be turned into checklists or ratings for use in questionnaires.

SATISFACTIONS
1. Onething | really liked about today was...
2. Something that would have made this better for me is...
3. Something | really appreciated about today was when..
4. Something | really was dissatisfied with was...

FEELINGS

Something that surprised me about today was...
1found myself getting angry/hurt/bored at...

In relation to what | expected from this, it was...

In terms of what | really wanted from this, it was...
| really felt comfortable about...

Something thkat made me anxious was...

ORI SO

LEARNINGS

Two things | learned (about myself, the topic, my family, or this group) were...
Something that | will take home with me is...

One thing | got a new insight or perspective on was...

One thing | found out about other families was...

Something that | want to learn more about as a result of this is...
A skill that | became better atis...

This really changed my way of thinking about...

Something I'm still puzzled about is...

Something | learned about for the first time was...

10. Something | learned more about, which | zlready knew, was...

COENO AN A

VALUING
1. Something | became aware of was...
2. Ireally came to appreciate the importance of.
3. Something | want to commit tois...
4. Something that | will make a top priority is...

INTENDED CHANGES

Two things | plan to do because of this are...

One thing | want to change about... is...

Something that | will continue to think about as a result of this is...
Something | intend to learn more about as the result of thisis...

| will follow-up on what | gained here by...

QNI
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Findings and
Their Uses

The first two phases of doing an evaluation, as
we have already indicated, are preparing for the
evaluation and collecting data to answer ques-
tions of interest. However, much of the good
work which has gone into these “front-end”
phases will be lost unless care is taken by all
those involved — especially the evaluation
committee and the evaluation consultant if
there is one — to properly attend to the two
“back-end” phases of the evaluation — distill-
ing the findings from the data and communi-
cating them to those who need to know.

These are topics for this and the next section of
the Guide. Please regard these sections merely as
introductions to the various technical, concep-
tual and political issues which arise at the
“back-end” of the evaluation. Do seek further
guidance from books and from live evaluation
experts.

It is often assumed that the process of analyzing
data — whether they are participant responses
on surveys or interviews, whether they are
observer tally sheets, or whether they are com-
pilations of data from records,— is primarily a
technical one.

Technical skills are necessary in analyzing data.
Formal evaluations should have the services of
an expert. Informal evaluations should, where
possible, consult with an expert at this stage of
the evaluation. When analyzing quantitative
data, for example, someone with knowledge and
experience should supervise the entry of the
data into the computer and prescribe the
relevant calculations and statistical analyses.
When analyzing qualitative data, for example,
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someone with knowledge and experience
should review transcripts and code the data into
categories.

Although technical skills are necessary they are
not sufficient for generating findings. Concep-
tual skills are also needed. In many cases, the
data analysis does not lead to “self evident”
findings, but must be interpreted in the light of
additional information about the context and
the circumstances.

Technical and conceptual skills must be supple-
mented by political understandings. To make
interpretations and to generate recommenda-
tions for next steps — which, after all, are the
payoffs for doing evaluations — political
understandings about what is useful and fea-
sible in a particular situation are also essential.

Analyzing Quantitative
Data

Many statistical techniques can be used to
analyze numerical data, and the books listed in
the References section may be helpful. However,
especially in informal evaluations, the simplest
computations are often best.

Counts by Categories. The simplest, most fre-
quently used way of analyzing survey data is to
do a tally or count of how many people or
responses are in a particular category and
report the results in percentages.

For example, respondents to a survey might be
described as 60% women and 40% men. Or,
they may be described as 40% first time partici-
pants, 50% those who attended once before,
and 10% those who attended more than once.
Respondents’ answers about how satisfied they
were with the program might be reported as
20% highly satisfied, 40% somewhat satisfied,
20% somewhat dissatisfied, 10% highly dissatis-
fied, and 10% no opinion. This might be cross-
tabulated by reporting, for example, the per-
centage of women who were both first time
attendees and highly satisfied. This figure could
be compared to the satisfaction level of women
who had attended before
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Averages. Getting the average from a set of
numerical responses tells you how the group
thinks, but masks the fact that there are outliers
who think differently from the group.

Median. The median is the midpoint, with half
the scores being higher and half lower than the
median score. The median tells you about the
range of responses.

Mode. The mode is that score given by most
people. It represents the most frequent or most
usual response.

Displaying counts, averages, medians, and
modes in the form of bar graphs and pie charts
is very helpful and easily done on the computer
(See Figure 29 a,b,c,d).

Analyzing Qualitative Data

Analyzing qualitative data that are words,
quotations, or stories can be done in many ways.
Find out more by consulting books or experts.

Content Analysis. Content analysis is a technique
for changing words into numbers by counting
the times a word, phrase, or idea appears in a
particular text. There are many technical con-
siderations in selecting the text or the part of
the text to be analyzed, and the methodology for
reliable counting requires expert assistance.

Matrices. Matrices display comments visually.
After reading several times through the answers
to open-ended questions, interviews, or focus
group transcripts, you get a sense of the catego-
ries within which you can classify most of the
responses. For example, if you have asked
people why they come to an event and you find
that there are four clusters of reasons, you could
make a chart with the reasons across the top
row and some other variable like age down the
first column, and then put representative quotes
in the boxes (See Figure 30).

Summarizing, Comparing, and Contrasting.
Summarizing, comparing, and contrasting are
all ways of finding the themes, patterns, and
relationships contained in qualitative data.
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When you have notes or transcripts from
interviews, focus groups, discussions, or case
studies you have to make sense of what people
have told you and synthesize it. One way to do
this is to take all the material and read it
through several times. Then, take colored
pencils and underline in one color all the quotes
which seem to relate to or express the same
idea. Group these together and give them a
name. Several people doing this independently
are likely to come up with somewhat different
groupings and names. The ensuing discussion is
likely to lead to an exclusive and exhaustive set
of categories into which all the data fit. There
are computer programs which simplify this
task, but ask an expert for advice because there
are many choices.

Generating Findings

Making inferences or drawing conclusions from
data is easier when data from different instru-
ments all point in the same direction. For
example, you might learn from both question-
naires and interviews that everyone thought a
program was exactly what they wanted, that all
details were handled in a quality manner, and
everyone could demonstrate the skills they were
taught.

However, when some people valued a program
and others didn’t, or when some people could
demonstrate a skill and others couldn’t, an
evaluator has to figure out what distinguishes
those who liked the program from those who
didn’t; what distinguishes those who learned the
skill from those who didn’t; or whether there
was any relationship between liking the pro-
gram and learning the skill.

For example, if there is a positive relationship
between satisfaction and skill learning, you
might infer that if there had been more practice
opportunities for those who didn’t learn the
skill, they might have learned it and, therefore,
liked the program better. Or, you might infer
that if the program was more to their liking,
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people would have been more attentive and,
therefore, learned the skill.

Making such inferences depends on one’s
experience in working with data, with people,
and with the program content. Sometimes data
confirms what people already know and, there-
fore, provides welcome support for their opin-
ions. If the data are different than expected,
check out the surprises. Keep asking questions
and asking others for their interpretation until
you are satisfied that supportable findings have
been made.

In a formal evaluation with an outside evalua-
tor, generating findings from the data is usually
done by the expert. However, because evalua-
tions are so situation specific and context
dependent, this person should be open to
alternative interpretations from the evaluation
committee and others.

Interpreting data requires technical and concep-
tual talents, and often depends on experience
and insight as much as it does on analysis
techniques.

Interpreting Findings

Sometimes when evaluation findings are pre-
sented to a group, one person will say they are
obvious, another will say that they are news.
One person will comment that the findings are
wonderful considering all of the difficulties that
the program faced. Another person will say that
they are disappointing in that the program did
not meet expectations.

These people are using different criteria to make
their judgments. The first person says that she is
satisfied that the program did as well as it could
under the circumstances. The second person
says that she is dissatisfied because the program
did not do as well as she had hoped it would.
Both positions are justifiable; each focuses on a
different attribute of the findings.

Findings from a program evaluation are often
complex. For example, you may find that the
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program attracted a large audience, but not the
audience originally intended. Or, the program
was loved by some and left others indifferent.
Or, the program impacted some participants a
great deal and they changed their behavior as a
result; others remained in the place they started.

How funders, policy makers, or providers
balance the findings — coming either from a
formal or an informal program evaluation —
may be influenced by their initial expectations
and what they regarded as attainable outcomes.
The findings may be seen as program success by
one and as failure by another because people
value the various pieces of evidence differently.

It is helpful to have open discussions about how,
callectively, to weigh the set of findings. In the
absence of a such value clarification process,
people’s interpretations of findings may be
based on their own idiosyncrasies, such as their
tendency to judge leniently or severely.

To clarify value judgments with a group,
reality-test by asking:

What is realistic to expect from this
program, given its goals, population,
structure, duration, activities, and costs?
What is the maximum that could have
been expected? What is good enough?
Minimally acceptable? Unacceptable?

To clarify value judgments with a group, rank-
order by asking:

How should these findings be weighted?
Which findings should be seen as most
important? Less important? Least impor-
tant? Which findings should most influ-
ence our judgment of the program? Which
should not influence our judgment at all?

To clarify value judgments with a group,
imagine what-ifs by asking:

What if the findings were different in
the following ways? Would that change
your views? At what point would your
views change?
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Making Recommendations

Evaluation experts differ as to who should
formulate recommendations based on the
findings.

A Some experts assert that the responsibility of
an evaluator and of the evaluation committee
ends with the formulation of findings. They
see that making recommendations is a task
for policy makers who, combining the findings
with information from other sources, come
up with their preferred course of action.

A Other experts assert that the evaluator and the
evaluation committee have become
knowledgeable about the program and should
recommend subsequent courses of action for
consideration by decision makers.

Each program evaluation situation is unique.
The outside evaluator, the evaluation commit-
tee, and the decision makers should discuss in
advance how they prefer that recommendations
be developed.

Written recommendations, whether they are
formulated independently by the outside
evaluator or jointly by some group, can either
become part of the final evaluation report or
may be bound as a separate document, depend-
ing on the preferences of the evaluation com-
mittee, the evaluator, and the decision makers.
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Figure 29a

EXAMPLE: TABLE

(Note: Data are fictitious. Created for illustrative purposes only.)

SELF-REPORTED BEHAVYIORS

Post-Program

Pre-Program

Non-Holiday Frequent - 20% Frequent - 30%
Synagogue Sometimes - 40% Sometimes - 25%
Rarely - 40% Rarely - 35%
Home Observance Frequent - 35% Frequent - 40%
Sometimes - 50% Sometimes - 45%
Rarely - 15% Rarely - "15%
Reading about Current Frequent - 40% Frequent - 40%
Events in Israel Sometimes - 40% Sometimes - 50%
Rarely - 20% Rarely - 10%
Conversations on Jewish Frequent - 70% Frequent - &b5%
Topics Sometimes - 20% Sometimes - 15%
Rarely - 10% Rarely - 0%
Figure 29b

EXAMPLE: PIE CHART

(Note: Data are fictitious, created for illustrative purposes only.)

Non-Holiday Synagogue Attendance

Pre-Program

Legend
Frequent

Sometimes

|:| Rarely

Post-Program
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Figure 29¢
EXAMPLE: BAR GRAPH

(Note: Data are fictitious. Created for illustrative purposes only.)

Non-Holiday Synagogue Attendance
100% —

80% —”

60% —

40% —
Legend
20% | Frequejn{
ometimes
D Rarely
0%

Pre-Program Post-Program

Figure 29d
EXAMPLE: FINDINGS

(Note: Data are fictitious. Created for illustrative purposes only.)

From the data given in Figure 29 a, b and ¢, the following statements might be generated.

*  Synagogue attendance appeared to increase somewhat after the program. It appeared
that those who had attended "sometimes’ reported attending more frequently. There was
little change for those individuals who “rarely” attended.

+ Home observances also increased after the program. Here again, as with synagogue
attendance, the movement appears to be from the group of "sometime” observers who
became “frequent” observers. There seemed not to be change for those who “rarely” par-
ticipated in home observances.

* The program seemed to affect most those who had previously been less interested in
Israeli current events, who now either became "sometime” or “frequent” readers about such
things. It should be noted, however, that there have been several severe crisis situations in
Israel and a great deal of reporting in the American media, which may have been even more
important influences on this variable than the program itself.

*  Interms of conversations about Jewish topics, the program seems to have been a re-
sounding success. Everyone reported that they had conversations about Jewish subjects
‘sometimes” or “frequently.”
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Figure 30
EXAMPLE: OPEN-ENDED RESPONSES
(Note: Data are fictitious. Created for illustrative purposes only)

These are responses to the question: “What were the major positive influences, as you were grow-
ing up, on your Jewish identity as an adult?” % indicate respondents mentioning this influence.
Quotes are illustrative of what people said. Subheads classify the quotes.

FAMILY | PARENT: My grandfather was the single most important influence on me — he told stories and

80% took me to synagogue.
PARENT: My mother was such a good person — always helping other people and saying that is why we
were put on this earth.
SPECIAL EVENT: | remember big family events where everyone came — and there was singing and the
table was so beautiful with candles and flowers.
DAILY LIFE: Our family was not very religious, but at the dinner table we always talked politics and
whether it was good or bad for the Jews.

SCHOOL | SUBJECTS: Unlike most kids, I loved going to Hebrew school because I loved learning Hebrew.

40% PEERS: School was great because there was a great bunch of boys who used to play around in the halls
and always get in trouble.
SUBJECTS: When | was little, I was very quiet and didn’t talk much. I remember sitting in the back of
the classroom and learning about Moses. I thought he was wonderful.
TEACHERS: I went to day school and had some terrific teachers who took us on field trips to lots of
places in the city.

CAMP | FRIENDS: | made friends that I have to this day.

25% | JUDAICA: I remember how much I loved Shabbat at camp.
JEWISH ATMOSPHERE: I was so homesick at camp that I hated it. But, I remember thinking how
smart everyone was and how good at sports and how nice it was to be with Jewish kids.
COUNSELOR: One year [ met the best person I ever had known up till that time. She was kind and
could play such great music and she was so into her Judaism.

YOUTH | FRIENDS: | made friends that I have to this day.

GROUP | ACTIVITIES: [ became a leader in my youth group and I've been a leader ever since. It affected my
20% | whole identity, not just my Jewish identity.

PEERS: It wasn'’t that we did Jewish things although we did that. We did fun things. Everyone liked one

another. No one was left out.

STRUCTURE: It gave me a place to hang out. We met in the synagogue and so that became a friendly

place for me.

JEWISH SENSIBILITY: | never saw so many Jews all together doing so many different kinds of things.
JEWISH PRIDE: It's amazing when you think of it — so much has happened in 50 years. We're an
energetic people.

JEWISH SENSIBILITY: I didn’t like it as much there as in America — but I was glad to know that there
was a place where everyone could go if they needed to.

JEWISH HISTORY: I couldn't believe how much I didn't know about Jewish history. I started reading
about it and I haven't yet stopped.

Findings and Their Uses JESNA and CIIE ~59



60~

JESNA and ClE

PATHWAYS



Communication and Action
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Communication
and Action

The success of any program evaluation effort
should be measured by three attributes: its
quality, its credibility, and its utility. Each factor
influences the others.

A The quality of an evaluation, particularly a
formal evaluation, depends on how the
evaluation is managed and on the technical
aspects of data collection and analysis.

A The credibility of an evaluation, whether
informal or formal, depends on how the
evaluation is conceptualized and how clear

and convincing the findings are to stake-
holders.

A The utility of an evaluation depends on
whether the findings and recommendations
turn into decisions that not only are imple-
mented but have the desired effect.

Evaluations can polarize opinions, or they can
bring people together. Evaluations can be
viewed as cynical instruments of those with
power who use them to accomplish their pre-
detzrmined ends. Or, they can be viewed as
genuine attempts on the part of everyone to
learn together from shared experiences.

The extent to which people are informed about,
and involved with, the evaluation from its
inception to its conclusion is the single most
important influence on the quality, credibility
and utility of the evaluation. When communi-
cation is withheld, misleading, or rumor-laden,
evaluations can do a great deal of harm. When
communication is open, complete, and timely, a
sense of trust and partnership develops. This is
not to say that all anxieties and resistances will
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be permanently laid to rest; but, a space for
resolving them can be created that will keep
them manageable rather than explosive.

Dealing with the interpretations of findings, the
making of recommendations, and the writing of
the final report is the trickiest part of insuring
the success of the evaluation.

Reporting Plan

A reporting plan should be formulated by the
evaluation committee, early in the life of the
evaluation.

A Notification: It is usually important to do
early notification for people that an evalua-
tion is in process and how it may affect
them. They should be routinely updated.

A Progress reports: The reporting plan should
consider how boards, policy makers, and
funders, as well as program providers,
program participants, and others will be
kept informed about the evaluation as it
starts up and proceeds.

A Feedback: It is also important to provide
feedback and to thank those who complete
survey forms or participate in interviews or
focus groups.

The reporting plan should specify who should tell
whom about what, and at what level of detail,
during and at the conclusion of the evaluation.

A Verbal presentations should precede the
distribution of written documents. Gener-
ally, people closest to the program should
hear about the findings before policy mak-
ers do. It is helpful to decide in advance who
should make the presentations, whether an
outside evaluator, a professional, a lay
leader, a program provider, or a program
participant.

A As written findings and recommendations
are made public, the media, professional
colleagues, and possible future funders who
might be interested in the program also
should be informed.
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Discussions and Briefings

In informal evaluations, the discussion of
evaluation findings usually happens face-to-face
among people who work together. Under these
circumstances, everyone should be cognizant of
issues related to confidentiality and privacy. The
confidentiality of participant reactions, whether
critical or complimentary, analytic or emo-
tional, should be respected. As for privacy:
people’s views or comments should never
become gossip or discussed in inappropriate
ways. In formal evaluations, periodic briefings
should be provided to stakeholders (including
participants) about the evaluation findings.
These briefings should be scheduled at appro-
priate times and should be prepared carefully.

Since program evaluations are sometimes seen
as commentary about the work of individuals,
care should be taken in framing the briefings.
Briefings should connect what is being reported
to the original purposes of the evaluation, to the
data which has been collected, and to the
findings based on that data.

During briefing sessions, people may offer oppos-
ing interpretations of findings. While some of
their ideas already may have been dealt with
during the evaluation, briefing sessions often
become the occasion for further debate and
dispute. There are several options for handling
disagreements, which arise during briefing ses-
sions. Which option to take should be decided by
the evaluation committee, the outsider evaluator,
or both together (see Figure 33).

Figure 31

INFORMAL EVALUATION

Program providers,
discuss findings and mak

Program providers, evaluationc
present findings to policy ma
dations.

FORMAL EVALUATION

Evaluator submits findings to polic
recommendations.

Evaluator make

Evaluator and evaluation commit
makes recommendations base

maker.

Evaluator organizes series
reactions and evolve reco
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ALTERNATIVE WAYS TO MAKE
RECOMMENDATIONS

evaluation committee, and other stakeholaers
e recommendations that are submitted to

policy makers for discussion and approval.

ommittee, and other stakeholders
kers for joint formulation of recommen-

y makers. Has no role in making

s recommendations independently, based on findings,

and submits to policy makers for discu
tee, with or without program providers,
d on findings and submits to policy

of “findings and feedback” sessions to get
mmendations collaboratively.

7

ssion and approval.
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Progress Reports

These may be written by the evaluation com-
mittee, the outside evaluator, or the program
Providers. Sometimes, funders’ or policy mak-
ers’ requests for progress reports are general
with a few guiding questions; sometimes, their
questions are very specific,

Final Report and Next Steps

Many funding agencies request that final evaly-
ation reports follow a particular form. Others
leave the format up to the program providers,
the outsider evaluator, or the evaluation
committee.Final reports for boards or other
interested stakeholders may vary a great deal,
although they usually contain some standard
sections. The Executive Summary is the part of
the report most frequently read. A separate
Technical Report may include a detailed de-
scription of the evaluation methodology along
with instruments and a description of respon-

dents. Most final reports have sections that
include Findings and Recommendations.

The Final Report should not be the final step in
any evaluation. Decisions and actions should be
the next steps.

As noted earlier, formative evaluations — either
informal or formal — should contribute to
decisions about Program modification. Sug-
gested or stimulated by the evaluation, these
might involve changes in program length,
curriculum, instruction, duration, staffing,
administration, or oversight mechanisms,
Changes might be needed in publicity, market-
ing, record keeping, or evaluation procedures.

Summative evaluations — usually formal —
should contribute to decisions about defunding,
refunding, expanding, or disseminating a
program. If the program is to be expanded or
disseminated, program planning for the next
round will have to include procuring the addi-
tional funding to make this happen.

Figure 32

1. Ignore opposition.

2. Pay only lip service to dissenting views.

ALTERNATIVE WAYS FOR HANDLING
DISAGREEMENTS ABOUT FINDINGS

OR RECOMMENDATIONS

Likely To Have Negative Consequences

.

3. Silence the opposition by force of argument.

Likely To Have Positive Consequences

i ding on
1. Air and explore sources of disagreements. They may be resolvte_d differently depending
‘ whether they are related to issues of quality, credibility, or utility.
i ider lan-
2. Ask dissenters to draft the specific wording they want to substitute. Consider
‘ ifyi dding footnotes.

guage modifying text ora | | )

3. Askdissenters for written statements of opinion. Consider adding them to repo

attachments.
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Figure 33

OUTLINE OF PROGRESS REPORT

General Questions
Relative to the last reporting period, please explain in detail...

— 1

What have been the major activities of your project?
What have been your project's achievements?

What have been problems for your project?

TR

How have you dealt with these problems? Which remain unresolved? How will you resolve
them? What consequences might they have?

5. What do you anticipate happening during the next reporting period?

Specific Questions
Relative to the last reporting period, please explain in detail...

1. Towhat extent are you achieving the goals as stated in your plan? What are the differ-
ences between the plans and current realities?

2. Towhat extent are you doing the activities as anticipated in your plan? What are the
differences between the plans and current realities?

5. What management problems do you have in relation to staffing? Funding? Scheduling?
Publicity? Marketing? Technology? Relationships with other institutions? Other? What
did you do about them? What management functions went well?

4. What are specific project accomplishments? How do you know? What do you use as
indicators of success?

5. What are project difficulties? How are you dealing with them?

©. What positive impacts or influence has the project had on people, events, or institutions?
How do you know? What is your evidence?

7. What negative impacts or influence has the project had on people, events, or institutions?
How do you know? What is your evidence?

8. What "next steps” do you anticipate for the project? Why?

9. What individuals or institutions should become acquainted with this project at this time?
What is important for them to know?

10. What suggestions do you have for those undertaking similar projects?
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Figure 34

OUTLINE OF EVALUATION REPORT

(NOTE: When writing an evaluation report always consider your readers. Their preferences
dictate the length of the report, the tone of the writing, and the amount of information
provided. You want to write a report that demonstrates the quality of the evaluation, is
credible to readers, and useful to decision makers. Sometimes the technical information
may be summarized in the Report with details in an Appendix or in a separate Technical
Report. Remember that the Final Report may have a long life and wind up in unexpected
places.)

TITLE PAGE AND INTRODUCTORY MATERIAL:

Title and author. Acknowledgments. Table of Contents. Preface with explanation of program
or evaluation background, report authorship, report distribution, confidentiality, and other
issues of significance.

EXECUTIVE SUMMARY:

A less than three page summary, which includes brief descriptions of evaluation purpose,
design, major findings, recommendations, and next steps. (Although this appears first in
the document, it is usually written last. It may take a long time to compose since it is likely
to be widely distributed and quoted.)

PROGRAM DESCRIPTION:

A brief description of the program — its genesis, rationale, goals, activities, duration and
frequency of sessions, institutional setting and relationships, staffing, administration,
governance, target population, funding, and other important characteristics.

EVALUATION DESCRIPTION:
Purpose for the evaluation. People responsible for organizing and carrying out the evaluation.
Evaluation planning process. Duration. Costs. Evaluation questions and justification.

EVALUATION DESIGN:
Data collection. Description of instrument selection and instrument development. Sample
description and justification. Scheduling. Procedures.

EVALUATION FINDINGS AND INTERPRETATION:
Data Analysis. Findings. Interpretations.

EVALUATION RECOMMENDATIONS AND NEXT STEPS
APPENDICES OR TERMINAL REPORT:

Methodology description. Instruments. Data presentations. Evaluation Budget. Evaluation
Fersonnel.
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Informa I Evaluations

Informal Evaluations of
Jewish Programs: Q&A
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increasingly selective about how they spend
their time. They want to know that pro-
- grams or events are of high quality and of
’nforma ’ Eva Iua t,ons high interest to them before they will come.

Even after they come once, they may not

Of JeWiSh Prog ra ms . continue to come unless they have very
Q& A positive impressions.

As the following questions and answers reveal,
new ways of thinking can greatly increase what
is learned through informal evaluation without

‘ _ o greatly increasing the cost of doing informal
Informal evaluations are occurring with in- evaluations.

creasing frequency in Jewish settings. Who is
responsible for this awakening appreciation of
informal evaluation? At least four groups of
people are contributing to this trend:

1. Foundations and other donors who
provide grants for new programs want to
know how successful the new programs
are.

2. Members of the board in synagogues,
schools, federation and agencies who
want to know how successful their
already operating programs are.
Sometimes their interest is driven by
the need to cut costs. Sometimes
their interest is driven by the desire
to increase participation. Some-
times their interest comes from
complaints they hear that “busi-
ness as usual” is not working.

----------

3. Program providers — especially
those working in the emerging
“continuity” areas such as family
education, adult education,
Israel trips, and outreach to
intermarrieds or new popula-
tions — who are curious
about why their programs did
or did not attract and retain
an audience.

4. Program consumers. People
- congregants, parents,
young people, almost
everyone — are becoming
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-ation series. NOW

" inganadult e

me?

Answer. e

Good éﬂes.ti_a.n‘..S.mrt_._.by..really.pu.sh

~ what they want to happen as a result of this adult ..
' education program. Some w;llprobﬂblg’
AUCLLIUTE B s,

“people really turned on to learming.. ..

Ask them-'agm'n--how-they'r:ouId--teII--whethervth-a’n—- -
was rea-l-ly'-hﬂppem’ng:--%ar--wou[d'-youf-hear i

Attendance records? Surve

hem to “think evaluation_ aiof |
get them e “people. Does evaluation have

ing them on......

tional
ractive to more
anything to do

.Sure.it does. You probably. need..m:.get information

say. .. “on‘what z's-'currently--happening--a-t-your--mggum

: ey
5 _ . Thisreqii
“opod atten Sance’ " g_iy_r;ﬁlf?}‘.!?..-ﬁp-‘?ak ;AL — quires data

. dealing with peop

'app‘ropriare"a nd relevant here:

Some supports might be: helping the family to
plan together what they will do and to makinga ..

Tt e T b il aoniinent o paeR g omies 30—

oy GAOTHERS-ANE -sha-r-ingfeedbaek--abaut-wh-a-t--they-----f

Answer:

- them about the reasons to-do this every Friday
night is probably not sufficient to change
anyone’s behavior. Even if they wish to, indi- -
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to use more innovative classroom.
practices so that hildren in school

~ will learn more and like school better.

How do we know whether w

Training programs shoiuld be set up so that you

evaluate each link in the chain +that leads from the

training of teachers to-impacts on children. There -
is likely to-be-much slippage-along the way.

kriow how to implement the innovative practices

at the nuts and bolts level.
Then, you should check to see if they really want

to do so and are willing to overcome all the

iﬁiﬁéﬁiméi{fﬂifiﬁé}:ﬁﬁ"th&'t'génerally stand in the
~way of change, suich as fear of failure and the
trouble of rethinking theit classroom routines. You

have to give them a safe space to practice; to get
support and guidance from one another and from
the trainer, and to-do this again and-again; until

the innovative ideas become familiar-and routine.

Finally, you §hou13' get feedback from the students

in the way of questionnaires or interviews, which
- give you self-reports on their learning and liking,
o by tests or attitude Surveys, which will give you
i a"'Basﬁ"df"cbmpﬁ'ﬁsé“ﬁ'Wi‘rh’"3‘tﬁdém3”iﬁ“ﬁrﬁ*e’r”

CIaSSeS. ...........

Informal Evaluations

]ESNA and C“E

‘Question #6
We have 2 synagoge your s program
| Jas call \\?Hilfng-term goal is to have more

ew rry other Jews, How do we evalu-

L .H;I;g:t}fapggns_. in your program to your long-term
__&oal, since your long-term goal will be influenced

by many more powerful factors in the lives of

_. young pgdﬁlé”i}ian your one-time program.

So, you have to choose goals that are more within

: .
your reach and seem to you to lead to your larger

- goal. Try for these immediat
8 te goals and
whether you have gotten th’é?‘“e‘? <t
L Sm;e you are wérkiqg with J}oung people, you
- pro abi’y want to increase the pleasure they have
" from dorlng things in a Jewish way. Or, you may
- want-toincrease the number of Jewish friends

.they have. Or, you may want to.increase their

| awareness of activities in which they currently are

interested with being Jewish, such as music

movies, social action projects
) rojects, the envi
il ) vironment,

.IYou should select short-t
_ select -term, do-able goal
evaluate whether you have achieved tgzr‘izsbj/nd

listening to what your participants tell you.



fwa
probl'em's' our founda
running into as they move

mu ' year‘ e ucat‘ona PArOJﬁects ............. at s . erhaps Cﬂﬁ dothls alreadyl

“Answer:

This is...a.diﬁﬁcult..area.b.ecause..oﬁthe. VagdlEdtgsdt, POE R
institutional tensions between- gmntors\and- \\\\\

specific, i e abl
ance in resolving these t

Grantors have traditionally done their "evali want them to tell you how

dling these emerging issue

- iifibr'i"s””"bf'gﬁiiiéég_"ﬁff?{% proposal re view stage

o “passed”

e giyeﬂ':gid}if}“f& those

“asked only for

interim and”ﬁ_na_l reportstomakesurethat i
people were doing what they said they would |

perm 'Grantees--often'-worry*th-at,'"if'rh'ey"arehanest et
- about t‘h‘eproblems‘they encounterorthe ™
. challenges they are facing, the grantor will cut”
ding. As relationships move & 1

-------------- have provided good guidance for avocational

hers in the way of pedagogy and subject

~matter so-that they are at least as good-in-the

Ovice you have ironed out what you want the

74 ~
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”we"have'a'Ieadership-trainingtprogr-'am\that.

started out great but\panticipatian.and_ S—
enth u5iasm\in.-now.-.f-aHing-oﬁ#ow-dowem S—
- evafua,teittoseewh%isgoingona

in -the-training-——-ba-th-:th@se wheo remain moti-.
vated and those who are becoming less moti.
vated, You cauid.schedule..z'nter.uiews. with them,
and }fau-co.uld.obser.ve‘:hem.at.rhe..Ieadership ..... .
meetings,

You may check out cortasy; hunchies, such s the

A The_Proé?@?ﬁ._.itséff%@?ééaf.pf_syﬁiﬁféﬁt,.'
quality to keep everyone in ferested. Perhaps

People want action and involyement, and the

. brogram is mostly alk,

A O the program is too long and drawn
 out and doess’t appear to be going
"anyWHér'é."Pépré are busy these days
................ étirg obligations
ontinuirg
o the program, no

ef"WHEE"ffié’f?'b"’?g‘iﬁ'd'f obligation

 and always have comp

. ..[Zs__mlly,_pmgrqms..af this kind are
.. Sustained by the friendship, rapport,

~..and sense of community tha\r__develops,

If rhqtglue,is.nor,p_r.e,sem; interest falls

off. You should check oyt whether there
is something different going on in terms

| . .f friendship Dbatterns for those people

who seem to remain ent usiastic gs

others,

- When you d‘o'yaur“i?:terviewing' you should

besureto ask Dpeople what they woyld
"suggest'changf'ng'about'the'pmgmm' to
make it better for them You should test oyt
some of your own ideas with therm and see
what appeals to them,

spending much-money?-.-

Answer: -

abandon the h.igh:.tech..appmach..and.phqne il
interview those young people who you know to

~75
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Formal Evaluations of Jewish
Programs: Examples

~ 8
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Formal Evaluations
of Jewish Programs:
Examples

Overview

Formal evaluations, conducted with the services
of outside evaluators, are becoming more
common in the Jewish community as skilled
evaluators are becoming more available. Profes-
sionals in foundations, federations, synagogues,
schools, agencies, departments, and youth
organizations are asking such evaluators to
think with them about how to organize their
own evaluation systems. In turn, the evaluators
are encouraging projects and programs to
become more sophisticated about doing both
informal and formal evaluations.

The cases presented below describe briefly
aspects of various evaluations conducted in
Jewish settings. In some instances, details have
been omitted or changed, or composites have
been created for illustrative purposes.

Cases 1 through 5 are based on my experiences
with programs. Cases 6 and 7 were written by
Adam Gamoran, Ellen Goldring and Bill
Robinson. Case 8 was written by Leora Isaacs.

Formal Evaluations ]ESNA and C”E
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Case 1: l':'val"uat‘ioﬁ of Multi-a agency Program Planning

General comments

planmng process. notonly adds a valuable colleague tothe planmng team-but helps 1dent;fy
potential trouble spots before they cause major problems. This case describes the start-up and
first year of a three year evalua’uon process. The evaluator acts as a techmcal assistant durmg
the pro;ect s mception """""

Program descript;on._. e G At

A'three year pilot project is being organized by three agencies - a pre-school, a synagogue, and
a bureau of Jewish education. Their three common objectives are:

1) to increase the Jewish knowledge of interfaith families with pre-school children,

2) to motivate the parents to c0n51der on- gomg ]ewlsh educatlon for both thelr cthdren and

~ 3) to increase family participation in synagogue life. The first year of the program is to be

devoted to creating and planning the program, and the next two yEars trylng it out with
families.

... The clonor wants to. be kept appnsed of what is bemg accomplmhed each year. At the end of
three years, she wants to be able to make a decision about whether to cancel, modify, continue,
or expand the program.

Framing the evaluation

After mtememng several evalu TS, the onor and the three pa.rtner orgamzatlons agree on
an 1nd1v1dual w1th expenence in orgamzatlonal development, ]ew1sh educatlon, and lnterfalth
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e quesuons

A What was the proi:ess that created the pilot program?

Does the program being planned seem to have all the n

‘A What else should be done to make it more likely that the planned program will act“omp*hsh :
e 1ts gea_‘o? - A A A O NPT NS - S S S SRR S S o e — - e ——

R

Collectmg data

The. e;caluanmprgpgsa]_ calls for the evaluator: ol et L

............................................................

A To ih'tériiiéw" éé&li Bf'fh'é‘";'jléﬁhéﬁ

first present drafts to the ev*ah:lafi’cm ‘committee; agency administrators; and‘pal’ents:’ toget their
viewsas to- the completeness of the data, the credibility of his findings, and the usability of his--

e

= — A —
seasbiv S— T — oI e ot s
R S i 2 i e T :
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General comments

Schools are complex institutions. Many stakeholders claim “ownership” of schools and the
right to be heard about how children are to be educated. Schools, then, by the nature of their
calling, must themselves be “learning organizations” and be engaged in continuing self-study
on various aspects of their functioning. On-going evaluation should be a part of every school
administrator’s job responsnblhty Th1s case descnbes the way in whlch an evalu ation was
initiated in one school.

School desqription. i ol s

This supplementary school, grades K-10, has forty-five, part-time American and Israeli teach-
ers with varying levels of pedagogic skills and Jewish knowledge. Some classroom instruction is
interesting, and some is boring and unimaginative. There are general curriculum guidelines .
and instructional resources for teachers and penochc staff mectmgs Students, typlcally tired in

ents, some two career families — are typically stressed, and thelr own Jewishness may be of
peripheral importance. The school board meets monthly. This year, there is a new Chair,
somewhat uncertain of her role. She is, however, committed to improving the school and she

self-study expenses.

evaluation will be done, resulting in recommendzations that will deal with parent, student and
teacher complaints.

A The admlmstrator decxdes that the evalua’uon will bc done over the course of one school
year and that an intern will be paid for up to five hours a week to help with administrative
e ; e

A The administrator decides to make the evaluation high profile and visible. figuring that
there will be payoffs to the school from the evaluation process itself, which will establish the
school as committed toself-improvement; as well as from the outcome of the evaluation,
which will describe those areas needing change and also publicize where it is doing well.

A The administrator decides to form an evaluation committee including teachers and parents
to oversee the evaluation process. This will help build teacher commitment to solving
problems that they themselves identify and will assure parents of the credibility of the
process. The Chalr and several members of the school board also w111 be members The

..........................
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At future meetmgs of the evaluation comrmttee, additional analysm will be made about data
~ collection, data analysm and mterpretat:on and how to translate the ﬁndlngs mto actlon

A
£ A

A

tlon to the followmg issues:

A

Tﬂ;a_cherﬁ,.wll.l bF?}!.I?feEOEI!'!“FQS’.I."_._.!_§§H.§§. .c'..lt a st.aff,_ms@t;ng.

Parents will participate.in focus.groups......... . e~

Someone has found in a pedagogic journal a short questionnaire for students; which asks
them about their perceptions.of school climate, their relationship with teachers/peers, and
their satisfaction with what they are learning.

The upper grade teachers will have their students spend ﬁfteen minutes. of class time filling
it out.

How can classroom instruction. be changed to make it more interesting, gnd more impor-

tant to students?

What supports. do teachers need to improve the;r teachmg? L

What can be done to increase the involvement of parents.in their children’s Jewish educa-

ot e g e R A 4 ST A S8
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tions, kallahs —area mmmdn"fo‘rmat fof“]iewi:sh ‘groups. They have many purposes, among

~.them informati@nmexeha»ngss, skillubuilding, pmblcm-selving,»nemnrldng, action-planning, .

* with their mtended outcomes. improve their sessions day-to day, and learn what to do next

"""""'tlme around”Tﬁls case descnbes an on—gomg evaluanon of each recurnng trammg event.

_Institute. descnption .......... IS _ ; o e

“The Summier Semitar of the Whizin Tristitute for Jewish Family Education is an annual four-day

event for approximately one hundred rabbis; teachers;-educators; socialand group werkers, lay .

.....

action plan for 1mp1ementat10n back-home; Terah L Shma study experiences, toplcal Lehrhaus),

__nar ends, with a follow-up survey of participants. The evaluator talks constantly with Seminar

affinity group mcetings evening field trips, concerts, and recreational activities. The. Seminar’s...

its inception: In order to adjust the structure and the activities of the Seminartothe complex -
and shifting needs.of participants, the evaluation.is designed to: ..o,

A Ascertain participant satisfaction with the content, organization, pace; and ambiance of the
Seminar.day-by-day.and.overall ... RSN HSH ;

A -"'Bescribe--changes--in -participant- knowledge;- skills;- and-attitudes——

Each year, evaluation activities. begm when the. Szmmarbegms, endmg momhs after the Semi-.... M

P

orgamzers and faculty durmg and after the Semmar summarizing part1c1pant responses, end-
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~ Collecting data

Data.is.collected ﬂ\rnngh-

"“-"i‘“"""End&'oﬁfsession;half&page*checldists*returne&'m“smalm; fa»u}ty e

days ask for ratings on-each-activity or session;and-the final-form-asks-for ratings, com-
- ments, and suggestions. Qnﬁendguma ha,nd_q_uts,,,teaming,.,pro.gramming,nambiauce.,\and__._.._..

Evaluator observatl_qn__gat as many sessions as possible

...Evaluator lunch-table discussions .- S -

--'-'-'-'Eva‘“lnat'cir"cm'ztﬁ'é-:*sp'ot“ﬁﬁ"d""‘iﬁ‘:thez‘h*aﬂ'iﬁmw' views

A«---~Par’eiei-pa—n-ts\-desi-rmme~st-metured-—-epportuﬂities for sharing:—

y o

& However; programs are still the predominant formof family education; Wlﬂ'l"h()llud)(b,

...Shabbat, and life-cycle events being the. most.common.topics T
- amﬂy=education-~iswcl-}*receive&‘both*by‘farmhes«and**b}*-*:nsﬂt&ti()ﬁ*:an-éfisron“itswva}*-te ---------- g

._ ..becoming_._insﬁmtionali'md rather than add-on

~ mingand substannally modify the Semmars from year-to-year.
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The Los | ngeles Israel
Erperience Program (EF)

teens and college students. In the past, community support has usually been in the form of -
need based scholarships Now, new institutional partnerships, new programming, and new

the non-workable ideas ata-time when these expenments with an Israel experience are still at a
very early and fluid stage. This case describes.a formative evaluation.of an.innovative program.

quium for-about one hundred community members. A-decentralized; partnered system-was:
piloted-tested and then implemented. Synagogues used community funding to which they.
added a small match for incentive grants to their own young people who would go to Israel on
an eligible trip and, hopefully, return with renewed enthusiasm for participation in American
Jewish life. Grants were also made available to applying institutions who wished to develop
pre-and post-trip programming. Administration; publicity; and marketing for-the program
was centralized within a small Federation office that also had responsibility for developing
relationships with corporate sponsors.

evaluation focus-each year would be determined by the IEP 1mplementatmn committee.

First-year data was. collected by phone interviews with rabbis.in partnered synagogues to check
out the adequacy of administrative arrangements. Questionnaires were completed by returning
parents and students to ascertain the extent to which financial assistance was a factor in their

decision to go to Israel
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Fundlnss

R

 Second- year data is to be collected through focus groups with youth group leaders, teachers, N

and others in contact with synagogue young people by interviewing young people who did not

apply for-an Tsrael Experience grant, conducting site visits to" observe
- post-programming;-and-surveying parents and returning students. -

ntees doinig pre- and

Y s A P P T TP PN E R P T A

_Among the ﬁ.tst -year. ﬁndwgs ..................... — T A 5
A High levels of enthusiasm for IEP from the synagogue partners were reported.-— -

A "Proce'dure*sfor*‘syn‘agﬁgu'e“re“cruiﬁn'ent“ofwstudénts“md“trmsmitting”ﬁmd's"t*o*th'em"were' """"

..efficient-and easy-to-manage.- This- reassumd allustakeholdemthat the decentzalized--eammu»-- -

ey T b S S T TIT O = PR ANPRPOORL o eyt OO ROV P = 4 et A A A
R s TP o i i — e
................................ OO it o R e e

bR RO
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change within a designated area is that of grants competitions. The granting agency — whether
a Pederation, Bureau, a. cemmunity or family foundation, or the national office of an. organiz.a-

......

A Evaluatlon of appllcants proposals accordmg to glven critena, such as match Wlth the

clear goals; appropriate activities and structure, and presence of management skills neces-
S ST ALY 1 L MO e — T

- Evaluation-of first-year progress of individual grantees either by grantees themselves or by
: granting agency. Spotting of emerging jmplemcntation problems. Examination of out-

A .Evaluanon of second-.year progress of grantees either by grantees themselves or by granting
agency. Examination of program outcomes and impacts. Decision -making about continu-
lng support Dec1snon makmg about dlssemlnatlon r.l'ld rephcatlon

Progra-m- descri-ption- S

Hillel's Campus Leadership Initiative, funded by a family foundation, was to take place on five

campuses and be coordinated by the national office. The purpose of the program was to develop

unique programs oneach campus to reach Jewish student campus leaders who were not involved
_with Hillel in order to interest them in personal explorations of their own Jewish identity.
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Collecting data
Data collection rnethods used b}' the evaluator included:

A Regular phone conversations; individually and in conference, with Hillel coordinator and
campus project dir€Ctors. ... ...

Phone interviews with a sample of student participants on-each-campus-
Phone interviews ivith'la}"" leaders—
Student end-of-session evaluanop forms

Student end-of-year evaluation forms

Evaluator participation at Hillel Kallah .

Findings about implementation:

A The national office was critical in the role of coordinator, producer of publicity materials, guider

of recruitment, promoter of idea exchanges, and provider of evaluation forms.

- A Recruitment on all campuses was more time consuming than expected and required outreach
skills not possessed by all campuses. Recruitment required extensive, personal one-on-one .
contact On some campuses student recruiters were more effectlve, on other campuses, the

proportion of air-time for themselves. Lectures or formal instruction did not work well.

A Those students who formed friendships with others in the group were more likely to attend
sessions regardless of the program or topic being discussed than those who were loners or
outsiders. The latter attended because of their interest in a particular topic. -

A The program worked best when retreats and other social bonding experlences were introduced
early " i R i i N i PRI ”

A The program worked best when sessions were curricularized, each bulldmg upon the last, rather

-.than when each session was devoted to a disconnected topic. — .

A The program had a powerful positive impact on many students’ Jewish identity by stimulating
changes in electives, in majors, in‘activities; and in projected careers. o

A The prog"fam resulted in upgradmg staff skills in déiﬁg outreach to non-Hillel students.

i S O R

A The program snmulated new parmershlps between Hillel and campus orgamzatlons and
bctween H]]lel and campus admmlstrators N
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Case 6: Evaluating A Professional D"éVéI'6]5“mé‘rit"“""
Program: The Teacher-Educator Instltute
of the Councnl for Inltlatlves m

tion of “the supplementary school into-an institution where exciting learning takes place, where
.students are stimulated by what they encounter, and where a love of Jewish leaming and the

supplementary schools must become places where “exciting, mnovatwe teachmg by knowledge-
able and committed educators” takes place. While research undertaken by CIJE has shown that
Jewish educators are committed to a career in Jewish education; the research-also has high-
lighted the. substantiai deficiencies of Jewish educators. in formal Judaic training. One way to

offered to Jewish educators in their schools and communities from one-shot workshops fo-
cused on giving educators new techniques to more extensive and content-rich professmna]
development opportunities that increase the capacn'y of Jewish educators to be reflective
PLACLIODETS vemmmmsmmemmmmsmnan el S P o

To develop this option the Teacher-Educator Institute ( TEI) brings together teams of educa-

tional leaders from different communitics ancl denominations.to inquire, through reflective ..

mode of educational discourse; and wrestled with conception-of good teaching and learning~
and professional development. TEI models the type of professional development opportunities .

A Invesngatlons of wdeotaped lessons

A Curricular investigations T e R ;
A Investigatlons into-actual teachers----practices ......... . I = o LI S e
Participants attend six seminars lasting about four days each over the course of two years. Between
seminars, partic:ipams are asked to complete exerdses, such as observation of teachers and design

: ..A.....lmproved“understandmgs..of....teactung.and.leammg,nlewmh\coment,and profess:onal... :

development
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Program e-valua-tlon

the evaluation began-with-interviews of participants prior to TE'and will continue for at least
two years following their seminar participation... ... .. i

Formal Professmnal Deuelopment Programs

Sgs;zpns, the program is a series of sessions. deugned to. address a cohercm theme

; ..Gmups;wthe\px_og\pam.-.reqmresgducatgr,s_._tgvattgnd..as5cho@l....teams .............. UPPE——

Pmctzce the prog-ram is desxgned to heip educators reflect on and appiy learnmg to their

& Plan: the program is part of a (comprehensive) plan; sustained over time; for the ongoing
B pmfessinnal de\celopment of the educators Incentives: incentives are provided to encourage

_Incentives: incentives. arempmmded.._to. encouxage..thc...parﬁcipation.vof educators.in the
program

.....................................
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~yielded a base-line map against which change can be measured when the survey is re- admims-
tered ina few ‘years. In addition; the. ﬂndings from this survey have«been shared wi»th~»the TEI
lay and professmna]s in the pamcxpatmg communities to change their current professxonal
development offerings t'owbe more in accordance mth the a:tlculated charactenstxcs of good

" prOfESSIOﬂ‘&i"dEVCIOment oA 0NN AP A0 e N RSN NN NN N TP -

A Their past work as teacher educators

A Their current relations with professmna] colleagues

A Their.prior.learning eXPeLiCIICES . ...ummmsmnimimimminssmsisrsnsmmsassosmsiesmsimssmmosismsmismns

A Their images of good"professiona:l“deveiopment ;

of the environment in which they are expected to create change. A second (interim) interview
protocol administered during their participation in the TEl seminars, focusedon the perceivedm 5

educators. In addition, it also probes for changes in their conceptlons of good professmnal
development and perception of their own educational needs. The findings from these inter- :
views will help the TEI faculty understand the impact of TEFand reveal any unexpected aspects
of participa.tion Timely reporting of base-line and interim ﬁndings will allow.the faculty to

m1t1al1ntermewsand th.e.sur.vey,uas.well..as.any.changes m.the.pmgtam. D e

Culture of the Schools

studies in only two of the part1cnpat1ng communities. This combination of limited case studies
and more widespread interviews and surveys was. the result of a conscious decision to- ﬁnd an-
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~should the program-designers be" responsrvetomterlm findings of an-evaluation, but the
~evaluation designers should be responsive to their own findings in (re) designing future ele-

ments of the evaluation. Both are iterative approaches. Nevertheless, one must not lose track of
the initial purposes of any evaluation; otherwise, at the end you may be left wondermg as to S
g “whether or not the program actuauy worked: IR

In the evaluation of TEI we have been and continue to be responsive to the results of our
interim findings and to changes i the program itself; yet, we remain ¢omimitted to evaluatlng
-~ the program-against-the goals-of TEI that were-articulated-at the beginning: In-designing and -
.implementing evaluations. of professional development programs, success.often hinges upon..
maintaining the proper balance between formative and summative purposes, between the
breadth and depth of data gathering activities, and between focusmg on the 1nﬁit1a1 'éoals of the

program “and” ongomg cha.nges in'the program

i
TSSOSO PRTONN- W /o SR . ... SO e B AN TS
....... . R AR S
............ S~
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Case 7: Evaluating A Professional Development
Program: MACHON LUMORIM: B'RESHIT
(ln the Beglnnlng) """

The authors of this case are Adam Gamoran, Ellen Goldrmg, and Btll Robmson The evaluatlon
was designed and conducted by ]uhe Tamrmvaara

Program description

MACHON L’'MORIM: B’RESHIT is a project of the Baltimore Jewish Community, funded by
the Children of Harvey and Lyn Meyerhoff Philanthropic Fund. It is a professional development
and school enhancement project designed to transform the nature of Jewish early childhood
education in six pre-schools in Baltimore, including two JCC sites. In order to achieve its goal
of developing a model of integrated Jewish early childhood education. MACHON L’'MORIM:
B’RESHIT had seven areas of focus: adult Jewish education for the pre-school teachers and
directors; feadership development for the directors; pedagogic training for the teachers; parent
and family education; community presentations; and school change processes.

To participate in the program; institutions were required to submit proposals that-demon-
strated their commitment to a Jewish early childhood program with developmentally appropri-
ate practices, openness to change, a desire to engage in professional development, and a will-
ingness to involve key stakeholders (i.e., lay leadership, rabbis, senior educators, parents, and
faculty) over a three-year period of intensive study, plannmg, and action.

Evaluation design

The purpose of the evaluation was to describe and assess the impact of MACHON I’'MORIM:
B’RESHIT on the participating teachers and directors, the school environments in which they
work, and the parents of their students. The evaluation employed four strategies:

A interviews with teachers and directors;
O e e e S S oo e e sl NS

A
A assessments of Iemsh knowledge of teachers and dlrectors, and

staff 1 meetmgs, ‘and reports from funding sources.

The documents were collected throughout the )rear, the interviews, observations, and assess-
ments were conducted at the beginning, middle, and end of the school year. In addition to
generating summative findings of the programs’ impact on teachers and schools; the evaluation
was designed to yield formative insights that could be used to improve the program during its
initial two-year run.
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.. After the first. year.of. thapmgram, the evaluation. ﬁndmgs were pmmarﬂy formatlve. Neverthe-

teachers praCHCCS and A SChO'ol Pl'og‘fam’mmg T RS R RPN A TR B IS

The evaluation pointed to several factors that played a stibstantial role in engenden' Fthe™ T
observed- cha.nges« - R R

. 2) _Cha]]e,ngjng.,,the._.lgar_ners_._wjt.h._.a.._tesg\_gf.,the.l.;._.know]_edge;..........n..... i1 A
3) offering consistent and abundant encouragement (in contrast to-humiliating them for
thelrlackgfkngwgledge) T e N M L R T S

gy promdmg'th‘em ‘with the materials to-create their own visions of pre=school teaching

......t1ons..toﬂ.pmmde\oppor.tunltles for. teachers to.communicate with one.another.. Havmg
_schools hold weekly meetings and creating the role of yoetzot (counselors), who metw1th :
the school teams to support thelr lea.rnmg, helped to overcome this hmdrance

- own-spirituality-Having these condmons in-place: facxlttated the-participants” readiness to
. think about school-wide.change. ... . — N—
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Case 8: Evaluating""a Grants Prograr?i- The Jewish
| ‘Identity and Continuity Gra’h‘ts“Progre.m of

The 1990 ‘National."].e;vi'eh Populz;ﬁon Stucly (NJPé) documentedanoverall decﬁne m Iewish

Jewish commumty These findings heightened concern about the current identity of Jewish
individuals and the future of the. Iewish community In response, federations and their affili- .

................

agencies and institutions for innovative programming directed toward designated target
populations (e.g., families with young children, teens and youth, college students).A.few
communities built systematic evaluation processes into their grants from the onset; others
began to formahze the assessment process farther along the way.

Program Description

The Jewish Identity and Continuity Grants Program was one of two mechanisms established

by The Commission on Jewish Iden’tity and Ct‘ih’ti"nuity of 'The U]A-Federatlo """"" f"Berg'en '

Heritage Center for Research and Evaluatlon at JESNA and-the Florence G: He}}er-}CC Associa- -
tion Research Center to evaluate the attainments of the ﬁrst—yea.r grants and to help revise the

collecting Data ...... NSO R LR SO BN b WORREL e PRPRRSAS SO

The evaluators prepared thelr report based on rev1ew of the records documentmg the history
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.............................................................................................

ducted by one of the evaluators under the auspices of the Council of Jewish Federations™
thmugh their- Continuing Pmﬁe»ssianaleducation (CPE) program: A&part -of the seminar, the -

“to guide-applicants and then recipients through-a process of clearly arnctﬂatmg objectivesand

measmable benchmarks. ai;the outset. gf their projects,. describing “inputs,” providing ongoing,

...The. C@mmlsmon s strateglc decisions to. 1mplement the. grant-supported programs in the
1zations had both

“community’s central planning and coordinating’ body and to workmg with existing agen-=
..cles, institutions. a.nd-.\organizations in the community. The short time frame. made it diffi-

~empl amzed by other North Amencan Jew1sh communmes

4) ‘The continuity objectives articulated by the Commission for each of the focal areas focused

pnmarﬂy on inputs, activities and outputs, and toa lesser degree on outcomes (the effects

R

6) Most of the 'ﬁiﬁﬂéd"prdjét:'fé'W'e’"f"e'"'ﬁ:h'élﬁ‘gﬁ'ﬁ'é"tﬁ'tﬁ'ﬁﬁé" initiated in other communities, either
threugh t—h-eir---ecntinui-ty-‘i-n'tt«ia.t-ives'-oras--pa-r-t- o-f--o-ngoing-commun-it-y--activities-;

- a)' ‘indicators and be
“well defiried;”
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b) without acceptable indicators/benchmarks it was d1fﬁcult (1f not 1mp0551b|e} to provnde
adequate instruments and measurements;

c) objective data were unavailable for most projects. In some cases inputs and processes
were well described (i.e., the number of programs actually conducted and their atten-
“dance), but data for both baseline and outcome assessments were lacking.

These inadequaies were due to lack of experience with program evaluation (on the part of
both the Federation and grantees) and inadequate time and resources to engage in the
process. .. . AP . .

8)  Two key factors influencing institution’s success in implementing the programs were
institutional capacity (i.e., qualified staff, volunteer support, collaborative relationship
between partnering institutions, access to target population) and valid assessment of the
need/responsiveness of the target population for the program. There was as great variation in
the numbers of participants engaged by programs.

Based on the ﬁndmgs, it was recommended that:

1) The Gommnssnon should review and revise thelr C.ontmulty Objecnves to more clearly

2) The revised monitoring and evaluation process should be implemented to provide the
UJA-Federation with the information needed for decision-making and the institutions with
the information needed to maximize the potential for success. : "

3) UJA-Federation should provide additional direction and professional developiment and
training to assist grant applicants and recipients in articulating measurable objectives,

and financial resources for supervising the grants initiative must be provided.

4) To optimize success, the Commission should carefully assess the institutional capacities of
grant rcc1plcnts No matter how great the merit of a pro;cct the lead mstltutlon must
sustain it. Where collaboratmg partners-are- mvolved ‘the Commission should also have
assurance that the partners will cooperate and that the necessary resources are available.

5). Similarly, the Commission should require evidence of the need and/or readiness of poten-
tial participants for proposed programs.

6) Consideration should be given to offering renewable (multi-year) gl:ams,.cspeaally for
projects likely to require more than one year to become established. Renewal should be
contingent on achlevmg artxculated ‘benchmarks for each penod of the grant.

e S0 B S P RO RO 0
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Evaluating Jewish
Programs: Issues

Informal Evaluation:
Evaluating One’s Own Work

The perspective taken in this Guide is that in-
formal evaluation is very important for Jewish
professionals and lay leaders and should be
encouraged and valued by every Jewish institu-
tion. At this time of rapid change and experi-
mentation, it is essential for everyone to culti-
vate habits of reflection and self-evaluation
both for maintaining their sense of balance and
for stimulating their growth. Doing this is
difficult in synagogues, schools, and agencies,
where there is more work to be done than can
be done and where the press is towards getting
on to the next task almost before the last is
completed.

If you are a program provider, informally
evaluating your own work can take many
different forms.

1. Intentional reflection on your own perfor-
mance. Techniques that you might use for
doing this include journal keeping so that
you make for yourself a chronological
flow of facts and feelings that you can
review at periodic intervals; writing down
on post-its, index cards or on computer of
critical incidents to capture particularly
important events or conversations; sched-
uling periodic time-outs where you men-
tally assess how you feel about where
things are, where they should be going,
and what you should do next. Cultivating
habits of reflection helps you to become a
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very acute observer of your own thoughts,
feelings and actions.

2. Intentional solicitation of feedback
starting with sympathetic friends, col-
leagues and others. This may feel difficult
to do especially if you anticipate criticism
that you are reluctant to hear. If you start
with people you trust and open the con-
versation with comments such as “Tell me
how I did, from your perspective. What
might I have done differently? What would
you have done in my position?” you are
likely to get feedback in a form that you
do not have to defend against. As you get
practice, you can then move on, little by
little, to soliciting the same kind of feed-
back from less friendly individuals. But do
stay away from those people you regard as
toxic until you know you can handle their
responses without damaging your mental
health.

3. Intentional solicitation of feedback from
program participants. It is very helpful to
purposefully change the role of partici-
pants in a program from passive audience
to engaged partner. Most people need
encouragement to take active responsibil-
ity for their own learning and to critique
both the content and the form of what is
presented to them. By taking time out
during programs or at the end to ask
people, “How is this going for you? Are you
stimulated/engaged by what you are learn-
ing? What would work even better for you?”
you help them to do their own “meta-
learning” — learning about their own
learning — and in the process of doing
this, they give you insights into improving
the program.

Informal Evaluation:
Helping Others Evaluate
Their Own Work

If you are responsible for the work of others
who do programming or services, there are at

~ 101



least four ways in which you can interact with
them to encourage them to informally evaluate
tbeir own work, and provide them with evalua-
tive guidance: through supervision, mentoring,
coaching, and team leadership.

Supervision works best when there are one-on-
one regularly supervised uninterrupted ap-
pointments. Supervision meetings should
always have a mutually agreed upon agenda.
The supervisor should be encouraging the
supervisee to evaluate his or her own work, as
outlined about, as well as providing feedback,
guidance, suggestions and direction.

Mentoring is different than supervision.
Mentoring occurs when you choose someone you
admire and trust to provide you with guidance.
This relationship is less formal and more compre-
hensive than that with a supervisor. Mentors
usually guide mentees by discussing personal and
interpersonal as well as task-related issues. In
addition, a mentor models what a mentee would
like to become. Conversations between mentor
and mentee encourage on both sides the aware-
ness and reflection that is part of self-evaluation.
Sometimes mentor-mentee relationships, instead
of forming spontaneously between two people, are
arrange_d for by others, for example, when some-
one designates a relationship between senior and
student rabbis, between college students and

community leaders, or between school adminis-
trators and student interns.

Coaching is yet another kind of relationship
where an expert guides a novice through
critique, demonstration, and support. This
enables the novice to fine-tune skills and de-
velop the confidence to carry out complex tasks.
Coaching can be part of informal program
evaluation with the coach providing perspective
and wisdom for program improvement.

Team Leadership. Programs in Jewish settings
are mounted rarely by someone working com-
pletely alone. They are usually team efforts.
Post-program debriefings produce useful
insights. To debrief effectively, good communi-
cation skills are critical. People must be capable
of both giving and receiving constructive
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criticism. They must become astute analysts of
one another’s work, while supportive of one
another’s efforts and charitable about one
another’s short-comings.

Formal Evaluation:
Requiring Others to
Evaluate Their Own Work

Increasingly, Jewish funders are asking grantees to
evaluate their own work. Increasingly, boards and
policy makers are asking program providers to
evaluate their own work. It is time to be careful
and thoughtful about what kinds of evaluation to

mandate.

We know from the history of public educational
reform efforts that formal evaluations, prema-
turely imposed by Federal or state funding agen-
cies, killed promising new programs. We know
that mandated evaluations, some with very
detailed specifications, were burdensome for local
sites and, even worse, distorted the way in which
local programs could respond to local needs. The
government’s investment in program evaluation
did not always pay off in getting better education.
Evaluations that yielded answers different from
what powerful interests wanted were often ig-
nored. Decisions about program continuation, for
example, were sometimes influenced more by
political considerations than by effectiveness
considerations.

So, what can be inferred from these general
education experiences that is pertinent for evalua-
tion in Jewish settings? First, avoid premature
evaluations. Second, negotiate with program
providers about evaluation purposes and ques-
tions. Third, acknowledge and deal with the
political as well as the technical aspects of program
evaluation.

As a policy maker who endorses a program, Or as a
funder who supports a program, you might weigh
the following considerations in deciding the kind
of formal program evaluation to mandate.

Program readiness. When programs are in the
early stages of conceptualization and execution,
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you might ask the program providers to plan
and carry out informal self-evaluation and
provide them with the technical assistance and
resources they need to do this. If you think it is
desirable to have a formal evaluation at this
stage, using an outside evaluator, it is likely that
mandating a formative evaluation emphasizing
implementation concerns, with frequent feed-
back and discussion will be very helpful.

When programs are mature and stabilized,
formal summative evaluations of impact are
useful and provide the information needed to
make refunding decisions.

Evaluation negotiation. Policy makers and
funders should participate in framing the
evaluation questions and acknowledg the
politics at work. These individuals should also
ensure that there are sufficient resources to do
high quality evaluations.

Building the evaluation infrastructure. As
formal evaluations become more common as
attachments to programming in the Jewish
community, funders, policy makers, evaluators
and program providers might want to consider
building better theoretical, conceptual and
political frameworks for evaluation. They might
consider adding training in evaluation to
existing pre- and in-service educator courses,
orienting experts with evaluation skills in the
unique issues of evaluation in Jewish settings,
and creating various networks to share evalua-
tion techniques and findings.

Formal Evaluation: Working
with an Outside Evaluator

Sometimes, an entire evaluation is contracted to
an outside evaluator who is given discretion to
handle the evaluation in any way he or she sees
fit. This rarely works well.

More helpful is when an outside evaluator
works with an insider or with an evaluation
committee to focus, frame, and carry out the
evaluation.

Sometimes, an outside person will do only
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specified portions of the evaluation — for
example, the design or analysis of a question-
naire, the conduct of a series of focus groups, or
follow-up telephone interviews with program
participants several months after the end of the
program leaving the rest to insiders.

Finding the right outside person to do the
program evaluation may be a major challenge.
Evaluators come in many shapes and sizes and
have preferred ways of working. Some are
interested in implementation evaluation; others
are interested in impact. Some prefer goal-based
evaluations; others want to do goal-free evalua-
tions. Some are skilled in quantitative tech-
niques, others like to work with qualitative data.
Some see their responsibility as ending with the
generation of findings; others believe they
should make recommendations based on what
they have discovered.

During the interview and reference-checking
process, candidates talents and preferences
should be thoroughly explored. Whoever is
charged with recruiting and selecting the
evaluator should bear in mind the purposes for
the evaluation and aim to find an evaluator
whose orientation is compatible with those
purposes, Proposals may be solicited from
several evaluators, so the selection committee
will have comparative costs and alternative
evaluation designs from which to choose.

In the Jewish community, many people doing
program evaluation have had and will have
other relationships with program providers and
funders. Role conflict or role ambiguity may
complicate the program evaluation, and this
possibility should be explored before selecting
an evaluator.

Once the evaluator is on board, ways of work-
ing together should be negotiated. An evalua-
tion committee may be formed to work with
the evaluator, or the program director and the
evaluator might work together on the evalua-
tion. Sometimes a board member might be the
contact person for the evaluator. It is important
to be clear in advance about who the evaluator
“works with” and who the evaluator “works
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for.” Many evaluations become confused or
enmeshed in the politics of the institution
unless care is taken to do this.

The reporting process should be clarified early
on. If the evaluation is primarily formative, the
evaluator usually will provide reports orally to
those involved in program delivery before
informing others. Even if the evaluation is
primarily summative, the evaluator might
present preliminary findings to those most
closely involved in the program to find out if
there are any gaps that should be filled before
reporting to boards or outside funders. Drafts
of the written report should be discussed with
many stakeholders before being finalized.

Formal Evaluation:
Minimizing Evaluation
Risks, Maximizing Rewards

As we have indicated throughout this Guide,
evaluations are not only conceptual and techni-
cal exercises but also political and social activi-
ties that have costs and benefits as well as risks
and rewards for institutions and groups. We
have argued that at this point in time in Jewish
settings the benefits of evaluation will outweigh
the costs and the rewards will outweigh the
risks. However, this will happen more fre-
quently in those circumstances when people not
only recognize the risks and intentionally set
out to minimize them, but also welcome the
rewards and intentionally set out to maximize
them.

What are some program evaluation
risks and how might they be mini-
mized?

Risk 1: Evaluations may become embroiled in,
and exacerbate, institutional politics.

From time to time, program evaluations can
leave institutions worse rather than better off.
To guard against this happening, from its
inception the evaluation must be genuinely
well-intentioned. It should focus on learning
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rather than on finding fault. If it is not possible
to do a well-intentioned evaluation under the
existing circumstances, it should not be done.
Other forms of inquiry, problem solving, or
conflict resolution should be found to solve
such institutional issues. Assuming that stake-
holders can be assured that a program evalua-
tion is well- intentioned, everyone must become
aware of the anxieties and resistance that they
themselves are experiencing and how they are
defending against them. Everyone also must be
sensitive to other people’s anxieties and try to
assuage them. Sometimes, anxieties and resis-
tances can be laid to rest simply by discussing
everyone’s fears and “worst nightmares.” Some-
times, creative negotiation is needed to develop
specific safeguards at sensitive points in the
evaluation process. And sometimes, it must be
accepted that not all evaluations run a smooth
course, especially if there is a great deal at stake.
People with differing interests may have major
disagreements about how to frame the ques-
tions, collect the data, analyze the data, or
publish results. These disagreements should be
worked through in as facilitative a manner as
possible. In these situations, power is better
regarded as “power to”, “power with”, or “power
for”, rather than as “power over”.

Risk 2: Evaluations may be seen as having nega-
tive consequences for individuals.

Evaluators and evaluation committees should
regard program evaluation as distinct and
separate from personnel evaluation. Program
evaluations may sometimes touch on personnel
issues if it appears that programs are insuffi-
ciently staffed or if there is a mismatch between
program requirements and job responsibilities
or performance. However, personnel decisions
should be always insulated from the program
evaluation process and handled in separate
deliberations that will consider all relevant
factors and options.

Risk 3: Evaluations may surface issues that have
been intentionally buried.

People’s forebodings about program evaluations
are that they will bring bad news rather than
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good news. However, when appropriately
conceptualized, evaluations should surface what
works well. They should provide visibility and
recognition for accomplishments, as well as
spotlighting what needs improvement. The
evaluator and the evaluation committee need to
remind themselves of this, so that they remain
vigilant about nurturing and rewarding the
positive. As for issues that have been intention-
ally buried, they are probably not very well-
hidden, only ignored or denied. Bringing them
to light and resolving them in an orderly,
structured process should make for a healthier
institution in the long run.

Risk 4: Evaluations may prematurely kill off
promising program ideas.

Premature formal evaluations can indeed
bludgeon a newly-formed program to
death, and care should be taken by funders
and policy-makers not to have this happen.
Encouraging non-formal reflection and
informal collegial evaluation should be
considered when promising practices look
like they have not yet reached the stage
where they are making an impact, but they
have the potential to do so. As much as
possible, program evaluators, like doctors,
should customize what they do, so that
they will “do no harm.”

What are the rewards of program
evaluation and how might they be
maximized?

The rewards of program evaluation are
reaped not only by particular programs
within a particular Jewish setting but also by
those in other settings who can learn, at low
cost, from the experiences of others. The
Jewish community rewards from program
evaluation include the following.

Reward 1: More outstanding programs.

Programs improve with attention. Program
evaluation provides such attention and can
move programs from fledgling to mature,
from mediocre to sophisticated, from poorly
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managed to well managed, and from low
impact to high impact.

Reward 2: More skilled programming.

Going through the process of an informal or a
formal program evaluation is educative for
everyone concerned. The skills and “habits of
mind” acquired during one program evaluation
are likely to ripple through and benefit the
development of subsequent programs by
heightening everyone’s awareness about how to
frame questions and find answers.

Reward 3: More sophisticated understanding of
desirable and realistic program outcomes.

Funders, policy makers, and program providers
often have unrealistic expectations of what
single, small programs can do. Program evalua-
tion, by stimulating the discussion of realistic
and probable outcomes, can encourage the
development of linkages among programs so
that multiple and cumulative experiences will
result in long-term and important effects.

Reward 4: More frequent communication among
program stakeholders.

This reward may be ancillary to the primary
purpose of a program evaluation, butitisa
frequently observed reward. Program evalua-
tions are useful vehicles for organizing cross-
conversations among people who may interact
only infrequently in the course of their usual
routines. Creativity and new ideas are generated
when people with different perspectives come
together to do a common task.
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